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ABSTRACT:

This paper introduces a semi-automatic method for buildings extraction through multiple-view aerial image analysis. The advantage of the used semi-automatic approach is that it allows processing of each building individually finding the parameters of buildings features extraction more precisely for each area. On the early stage the presented technique uses an extraction of line segments that is done only inside of areas specified manually. The rooftop hypothesis is used further to determine a subset of quadrangles, which could form building roofs from a set of extracted lines and corners obtained on the previous stage. After collecting of all potential roof shapes in all images overlaps, the epipolar geometry is applied to find matching between images. This allows to make an accurate selection of building roofs removing false-positive ones and to identify their global 3D coordinates given camera internal parameters and coordinates. The last step of the image matching is based on geometrical constraints in contrast to traditional correlation. The correlation is applied only in some highly restricted areas in order to find coordinates more precisely, in such a way significantly reducing processing time of the algorithm. The algorithm has been tested on a set of Milan’s aerial images and shows highly accurate results.

1 INTRODUCTION

The buildings extraction from aerial images is widely used in different areas such as cartography, photo-interpretation, urban and mission planning, placement of communication resources, and others. We can easily detect buildings and other objects on images just by going through it by eyes. But in spite of this fact to realize this process by machine and acquire buildings global coordinates is complicated since the following problems are arisen:

- **Object recognition**: the objects of interest should be segmented from the background;
- **Object reconstruction**: the fragmented line segments of objects need to be grouped into meaningful structures, acquiring of buildings global coordinates.

Therefore, there is no universal automatic or semi-automatic approach for buildings extraction. Commonly it is done manually in order to acquire precise results. It is important to take into consideration that the objects of interest could be partially occluded by trees, shadows and other objects. These circumstances complicate a fully automatic solution of above problems. Others difficulties are caused by presence of texture of vegetation and variety of details located near the objects of interest that can be detected as buildings. Moreover, lines and corners of objects are often fragmented and missed due to the typical failures of low level features extraction.

All above problems have been solved previously in different ways (Section 1.1) but mostly for "simple" scenes where buildings on images were presented as squares without occlusions and additional elements on roofs. Most of their results can be used only as an initial approximation to the final building. Thus, the goal of the current research is to simplify the manual work and to develop a method for buildings detection and 3D reconstruction that could produce the global coordinates of buildings in a reliable way. Moreover, acquiring of accurate results costs great computational efforts. Therefore, in the current approach images are processed in a semi-automatic way that allows reaching precise results including detection of complex structures (Mayer, 2007).

1.1 Related Work

Nowadays a considerable progress is reached in the area of buildings detection from aerial images, which results can be effectively utilized for the rectilinear structures of urban areas.

An approach proposed by Mohan et al. (Mohan and Nevatia, 1989) found on detecting and reconstruction of 3D objects in complex scenes using perceptual grouping. They introduced a term "collated features", that identify those structural relationships that characterize objects of human visual domain and remain invariant with changing viewing coordinates. The choice of collated features depends on the problem domain and system goal, and in the presented approach is determined by the generic shape of the desired objects in the scene. First, all reasonable feature groupings are computed, and then the most promising candidates are selected by a constraint satisfaction network. Since in this approach all extracted line segments in the image are processed, the computation is highly time-consuming.

Noronha et al. described an approach (Noronha and Nevatia, 2001) using hypothesis and verification paradigm based on perceptual grouping. Hypothesis is generated by a hierarchical perceptual grouping process and verified by the evidence of visible walls and expected shadows. In order to make such verification the authors assumed that illumination falls directly from the sun, whose position is possible to compute from the imaging data and time, and shadows fall on the ground of a known height near the buildings. But the system needs to make several decisions in the selection and verification process based on simplicity and intuitive judgments.

Jaynes et al. proposed a feature relation graph, in which hypothesis selection takes place as a graph search problem (Jaynes et al., 1994). The whole algorithm is divided into three steps: low-level feature extraction, collated feature detection, and polygon hypothesis arbitration. This approach improved the performance of hypothesis selection step. However, it is limited on rectangular buildings and tends to generate false hypothesis in complex images, due to usage of polygon hypothesis.
The research presented in this paper investigates an algorithm for buildings based on a "rooftop hypothesis" that is relied on a method described by Dong-Min Woo et al. (Woo et al., 2007). Their approach is aimed to detect flexible connections between corners, such as rectilinear rooftops with L- and T-junctions. The current algorithm is able to detect rectilinear rooftops as well, but constructing these rooftops from two and more quadrangles. In order to detect all L-junctons the algorithm is based on a list of "missing points" (Section 2.2), allowing to collect all potential parts of the rooftops, in contrast to approach (Woo et al., 2007), where only the nearest corner to the initial one is considered as potential. Their approach has been tested and results show that in case of any details on a roof, even small roof’s texture, the shape is detected not accurately.

2 CURRENT APPROACH

In this section we present the approach followed in the work, which consists in a semi-automated algorithm for building extraction and reconstructions from stereo-pair aerial images. The general consideration is that it is very complicated to determine the whole series of parameters, which take into account all different typologies of buildings and all various possibilities of lighting and occlusions in aerial images. For these reasons we propose a semi-automatic approach, which is oriented to work locally in areas selected by the user. The whole algorithm is divided into four main steps. The first step represents image preprocessing in order to increase a quality of images. The second step includes feature extraction where 2D line segments are generated, and rooftop hypothesis is used to identify all possible quadrangles that may be parts of building roofs. All lines that are not involved in any roof shape are discarded, and as an output of this step an array of 2D coordinates of potential buildings for each image is generated. The next step represents the image matching where buildings correspondence is found between images, this allows obtaining an array of buildings’ 3D coordinates from 2D ones. Buildings’ shapes that do not have correspondence in other images are removed from the list of buildings’ shapes. The last step is a 3D buildings’ reconstruction that visualizes a 3D buildings’ model.

2.1 Image Preprocessing

The entire image preprocessing and feature extraction steps are applied only to areas specified manually, in such a way reducing a processing time and allowing to find the parameters for the line extraction more precisely for each area. The performance of the image processing and the accuracy of the building shapes detection depend mostly on the quality of the images and the quantity of information being carried by them. Thus, image preprocessing is aimed to reduce an amount of noise and increase a contrast of the image in the early stage of the processing in order to simplify further steps, such as edge detection, 2D lines generation.

In the current implementation the reduction of noise is reached by applying a 2D Gaussian smoothing filter with window size equal $3; and the contrast is enhanced locally by a Wallis filter.

2.2 Feature Extraction

After the quality of the image is improved, we apply an edge detector. It is aimed to identify the boundaries of homogeneous regions in an image based on properties such as intensity and texture. In the current research we use a Canny edge detector (Canny, 1986).

When the edges are detected it is required to find straight lines throughout the image in order to determine potential edges and corners of the buildings. We obtain an array of straight lines by a Hough transform, a standard method for finding primitives forms that are in the present case the straight lines.

If straight lines are available it is possible to find potential corners of buildings as an intersection of two line segments. In this work we test to identify two roof types: a square roof where corners angles have to be equal to $90^\circ$; and a ridge roof where three corners can form triangle or trapezoid. But due to a failure of the Canny edge detector to identify ridge elements of the roofs the second roof type has not been processed successfully. Therefore, the current study is concentrated mainly on square roofs, and further we will take into consideration only this type of roofs. According to the criteria of angles degree a number of found corners can be limited, thus the angle of lines intersection should be from $70^\circ$ to $110^\circ$, taking into account a perspective and a distortion of the images.

After collecting of all potential corners four types of corners are defined (Woo et al., 2007). Each found corner is labeled according to its orientation as it is shown in Figure 1. a. Figure 2 shows the result of the corners detection with corners labeling by colors.

The next step is buildings shapes detection. The process is based on a rooftop hypothesis (Woo et al., 2007). The rooftop hypothesis is the rules of grouping the collected corners that are stated according to the labeling (Figure 1), and line segments in quadrangles. Two corners can be connected only if they satisfy the corner relation conditions that are called collated features (Mohan and Nevatia, 1989). According to the collated features an angle between two edges of different corners should be less than $5^\circ$ (ideally they should lie on the same line); in this case the corners can be linked to each other.

In this work we identify two types of buildings:
• a simple one, which roof contains only one quadrangle;
• a complex building, which is constructed from two and more quadrangles.

The type of a currently processing building should be specified mainly.

Applying the collated features, a pair to each corner is determined, that are corners lying on the same line with current corner. At least one pair for each edge of the current corner is required to be found from the list of all potential corners, otherwise the corner has to be deleted from the list of the potential corners. If there is one and more pairs to each edge a list of pairs is collected so that it would be possible to verify whether these linked corners are actually able to form a quadrangle after the linking. For example, using the corners classification for Figure 1, a, one list of pairs for a corner 1 will contain all corners with the label 2 that lie on the same line, and another list will include corners labeled with 4.

If the structure of the building is simple, verification is done by taking two corners from different lists of pairs for the current corner and searching an intersection of two edges of these corners. After the intersection point is found the next step is looking for a corner that is in the list of the potential corners and lies in some specified range of this point. Thus, in the presented example if current corner is 1, then two corners from different lists of pairs are taken, i.e. 2 and 4 (Figure 1, a). In the range of the edges’ intersection of these two corners, corner with label 3 will be searched. If such corner is not found the next pair is taken for verification, otherwise the verification of the sum of all four corners on equality to 360° should be done. If this criterion is satisfied, then opposite edges of the found quadrangle are checked for equality.

Therefore the edge between corners 1 and 4 has to be equal to one between corners 2 and 3. If all criteria are fulfilled the proposed approach verifies the presence of edges found during the edge detection between each corners pair of the quadrangle. This operation is the most time-consuming in comparison with all previous steps of verification, and thus should be done as the last one. In case of a satisfaction of all criteria the quadrangle is considered as a roof.

If the structure of the building is complex the same rules of the verification are applied as for the simple one. But in case if in the range of the intersection point of two corners no corner is found, then this point is included in a list of missing points and the quadrangle is considered as a part of a potential roof. Coordinates of the intersection point and the label of the corner that has to be found in the place of this point in order to form a quadrangle are stored in the list of the missing points. If during the further verification any quadrangle “misses” a corner with the same coordinates as one of the point listed in the missing points list, and the missing corner is adjacent with the listed one, then the current quadrangle and potential one (that has the missing corner with the same coordinates as current one) are considered as parts of the same building structure.

Consider a situation of a missing point for two quadrangles illustrated in Figure 1, b. The upper quadrangle is found first but a corner with labeling 3 is not detected. The labeling of the corner and its coordinates are saved in the missing points list, and the corner is considered as potential. The algorithm searches for the next quadrangles. The lower one is found but a corner 4 is a missing. Then the verification procedure checks the list of missing points and finds that there exists a corner with the same coordinates in the list. The corners 3 and 4 are adjacent therefore the lower and upper quadrangles could be parts of the same structure. Both quadrangles are passed for the next verification step, i.e. image matching.

The results of the buildings detection are demonstrated in Figure 3 that are marked by red color. Figures 3, b and c show that on the step of building detection some shapes caused by noise or some small objects could be found that should be removed later. Figure 3, d presents a result of complex building detection.

![Image 3: The results of buildings detection](image)

2.3 Image Matching

Since we process multiple-view aerial images, and internal camera parameters, such as a focal length, coordinates of a principle point, and camera coordinates are given, we are able to recover 3D buildings information using image matching. The concept is based on searching a corresponding point in one image for a given point in the second image using collinearity equations. Using these equations it is possible to find for a point in one image an equation of a line where a correspondent point in the second image lies. This equation is called epipolar line equation.

In order to avoid traditional correlation and checking all points along the epipolar line, the feature extraction should be done heretofore in both images of stereo pair. When all shapes are found in both images the image matching can be processed. Taking corners points of each building from one image, corresponding points are searched in the second one, going only through points of the potential buildings in the second image. If one point of the building in the second image fits the epipolar line equation, then a next point of the same building in the second image is verified with the next point of the building in the first image. This procedure is done for all points of each building on the first image and verified in worst case with all buildings of the second image. But in the case the points of one building in the first image correspond to the points of the building in the second one then the verification is terminated.
But this verification does not guarantee that the found building from the second image corresponds exactly to one from the first image. The problem occurs when buildings are located close to each other, have the same size, and their corners lie on the same epipolar lines. Therefore we introduce two geometrical constraints that allow making precise selection of correspondent shapes. First of all, Z-coordinate of the object-space point (height of buildings) should be lower then some value; and Z-coordinate of all corners of a building should be the same (or have a difference within some limits). These constraints allow determining corresponding buildings without false-positive identifications. The result of image matching is presented in Figure 4. According to the current algorithm the matching is done only from the first image. The first found rooftop shape in the second image that satisfies all geometrical criteria is taken as a correspondent shape.

As an extension of the algorithm described above, an optional and last step of the verification could be analyzing of an area around corners of the correspondent shape. Therefore the second image is correlated with templates of shape’s corners from the first image within some limited area around building’s corners in the second image. A point with highest level of matching is taken as correspondent one. This allows finding the correspondent point more precise and getting much more accurate results (Tables 1, 2). Moreover, with such verification the “strict” geometrical constraints are not required anymore, so it is possible to use the constraints with lower limits, since this template matching step reveals the most correspondent point in the second image.

Figure 4: Result of image matching. a) left image after building detection marked by red color; b) right image after building detection marked by red color; c) result of image matching is marked by red color

As an extension of the algorithm described above, an optional and last step of the verification could be analyzing of an area around corners of the correspondent shape. Therefore the second image is correlated with templates of shape’s corners from the first image within some limited area around building’s corners in the second image. A point with highest level of matching is taken as correspondent one. This allows finding the correspondent point more precise and getting much more accurate results (Tables 1, 2). Moreover, with such verification the “strict” geometrical constraints are not required anymore, so it is possible to use the constraints with lower limits, since this template matching step reveals the most correspondent point in the second image.

![Figure 4: Result of image matching. a) left image after building detection marked by red color; b) right image after building detection marked by red color; c) result of image matching is marked by red color](image)

As an extension of the algorithm described above, an optional and last step of the verification could be analyzing of an area around corners of the correspondent shape. Therefore the second image is correlated with templates of shape’s corners from the first image within some limited area around building’s corners in the second image. A point with highest level of matching is taken as correspondent one. This allows finding the correspondent point more precise and getting much more accurate results (Tables 1, 2). Moreover, with such verification the “strict” geometrical constraints are not required anymore, so it is possible to use the constraints with lower limits, since this template matching step reveals the most correspondent point in the second image.

Table 1: Comparison of Z-coordinate results without correlation step for set of buildings (Figure 5)

<table>
<thead>
<tr>
<th>#</th>
<th>Original Z(m)</th>
<th>Z-coordinates for 4 corners of a building (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>145.8</td>
<td>145.2 146.7 146.6 146.3</td>
</tr>
<tr>
<td>2</td>
<td>142.7</td>
<td>143.0 143.1 142.9 142.9</td>
</tr>
<tr>
<td>3</td>
<td>151.5</td>
<td>180.0 179.6 179.2 179.7</td>
</tr>
<tr>
<td>4</td>
<td>148.0</td>
<td>149.7 147.9 148.1 149.1</td>
</tr>
<tr>
<td>5</td>
<td>177.7</td>
<td>---    ---    ---    ---</td>
</tr>
<tr>
<td>6</td>
<td>150.6</td>
<td>150.3 150.3 149.4 150.0</td>
</tr>
<tr>
<td>7</td>
<td>144.6</td>
<td>145.2 143.2 144.2 145.2</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Z-coordinate results with correlation step for set of buildings (Figure 5)

<table>
<thead>
<tr>
<th>#</th>
<th>Original Z(m)</th>
<th>Z-coordinates for 4 corners of a building (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>145.8</td>
<td>145.9 146.4 146.4 145.3</td>
</tr>
<tr>
<td>2</td>
<td>142.7</td>
<td>143.0 142.4 142.1 142.9</td>
</tr>
<tr>
<td>3</td>
<td>151.5</td>
<td>151.6 151.3 150.9 151.4</td>
</tr>
<tr>
<td>4</td>
<td>148.0</td>
<td>147.5 148.2 147.8 147.8</td>
</tr>
<tr>
<td>5</td>
<td>177.7</td>
<td>178.3 178.2 177.5 178.3</td>
</tr>
<tr>
<td>6</td>
<td>150.6</td>
<td>150.5 150.6 151.1 150.0</td>
</tr>
<tr>
<td>7</td>
<td>144.6</td>
<td>144.3 143.8 144.3 144.6</td>
</tr>
</tbody>
</table>

Figure 5: The numeration of buildings for Tables 1, 2. The result of image matching is marked by red color

The mean squared error less than 0.42 m. Thus, the current algorithm includes this verification step that significantly increases the accuracy of the method. In the current implementation the size of template equals to 11 pixels, and the area around the corners equals to 99 pixels.

The result presented in Figure 5 makes possible to analyze the reliability of the matching. As one can see, this step removes all shapes constructed by noise, and the matching output is only shapes that belong to the building structures. Shapes are detected exactly on the lines of buildings shapes.

The output of the entire image matching procedure is global coordinates of the buildings, as top parts of buildings as bottom ones stipulating that approximate height of buildings is given. Buildings global coordinates allow us to construct a 3D buildings model.

### 3 CONCLUSION

We have presented a new semi-automatic method for buildings extraction through multiple-view aerial image analysis. There are three main advantages of the current approach. First, in the early steps we process only image areas that are specified manually, in such a way significantly reducing processing time and finding the parameters of line segments extraction and building shapes’ detection more precisely for each area. Second, the method is able to detect complex buildings structures in composite scenes that is obtained by the principle of missing points. And finally, the last step of image matching is based on geometrical constraints in contrast to traditional correlation. The correlation is applied only in some highly restricted areas, this allows significantly reduce processing time and find buildings global coordinates precisely.
However, it is naturally much more could be done. First, we would like to improve the edge detector since currently we are not able to detect ridge roofs. Second, it is possible to investigate new methods for detecting more types of building structures, as currently only some set of structures can be detected due to limitations of the principle of missing points. This principle can be extended in order to overcome the limitations. Finally, usage of different data sources such as LiDAR will allow reconstruction of the 3D buildings model in more details.
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