AN ACCURACY ASSESSMENT OF AUTOMATED PHOTOGRAMMETRIC TECHNIQUES FOR 3D MODELING OF COMPLEX INTERIORS
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ABSTRACT:

This paper presents a comparison of automatic photogrammetric techniques to terrestrial laser scanning for 3D modelling of complex interior spaces. We try to evaluate the automated photogrammetric techniques not only in terms of their geometric quality compared to laser scanning but also in terms of cost in money, acquisition and computational time. To this purpose we chose as test site a modern building’s stairway. APERO/MICMAC (\copyright IGN) which is an Open Source photogrammetric software was used for the production of the 3D photogrammetric point cloud which was compared to the one acquired by a Leica Scanstation 2 laser scanner. After performing various qualitative and quantitative controls we present the advantages and disadvantages of each 3D modelling method applied in a complex interior of a modern building.

1 INTRODUCTION

Three dimensional models have become an essential tool for experts in various domains. They are used in urban and environmental planning, in cultural heritage documentation, in building and infrastructure inspection, in industrial measurement and reverse engineering applications, in film industry and in video games and virtual reality applications. Various methods are used in order to produce these models such as photogrammetry, laser scanning and traditional surveying.

Terrestrial laser scanners (TLS) have been widely used since their introduction in the production of such models. Their geometrical accuracy and automation which was outperforming the classic close range photogrammetric techniques made them very popular in various applications such as cultural heritage documentation and building inspection. However multi-image matching which was introduced well before (Gruen and Baltzavias, 1998) the appearance of laser scanners has become a very active research topic in both the photogrammetric and computer vision communities. Even though the two communities have been working almost independently till the year 2000 (Forstner, 2009) this quickly changed as it became clear that the combination of the techniques used by both communities could lead to serious advances in the automation of the close range photogrammetric procedures. The introduction of tools like SIFT (Lowe, 1999) or MSER (Matas et al., 2002) that can reliably extract dense features from overlapping images, the automatic orientation of large blocks of images using only tie points (Snabely et al., 2008) and the dense matching of oriented images with the use of multi-correlation techniques and optimization techniques (Furukawa and Ponce, 2010) have contributed a lot to this direction. However it is not only the automation of the algorithmic process that helped photogrammetry to become once again attractive for 3D modelling. The advances in digital cameras that led to the production of low cost high quality off the shelf cameras was another important aspect that helped photogrammetry to re-establish herself as a competent player in the field of accurate 3D modelling.

Nowadays both TLS and photogrammetry can be used for the production of 3D models even though they both present certain advantages and disadvantages. On the one hand TLS offers high automation on the procedure of acquiring dense 3D models of high geometric accuracy but the costs of acquiring a laser scanner and the software needed to manipulate the scanner and the captured data remains still very high. Another disadvantage of the TLS is that the terrain acquisitions are usually time consuming and the RGB information acquired is usually of low quality for direct texturing. On the other hand even though detailed 3D capture through photogrammetry is highly computational and ambiguous, it presents certain advantages compared to laser scanning such as its lower cost, its flexibility, its rapid acquisition times on the field and the direct production of textured point clouds by using directly the RGB information from the acquisition’s images. Nevertheless the geometric accuracy is strongly dependent by the objects texture, the calibration of the camera, the use of control points, the resolution of the images used and the network geometry. So the question on which of the two methods offers the best results in terms of different criteria still remains open.

In this paper we are presenting an accuracy assessment of 3D point clouds of complex interiors produced with a fully automated open source photogrammetric software developed within the IGN (French Mapping Agency). We are also interested in defining the error sources in the different phases of a photogrammetric acquisition and the reliability of a photogrammetric acquisition in terms of field and office time compared to those with a laser scanner. We have chosen as test site a building’s stairway. The stairway dataset was acquired with a Canon 5D Mark II and a 8mm fish-eye lens. In order to be able to compare the metric quality of our photogrammetric point cloud we have used a Leica Scanstation 2 laser scanner which provided us with a 3D point cloud of known measurement uncertainty that were used as a reference.

2 RELATED WORK

The introduction of laser scanners in the early 90s and their direct competition with photogrammetry, analytical and digital, in the field of 3D surface and object measurements has led to vari-
ous publications comparing the two different acquisition systems. A thorough comparison of airborne laser scanning (ALS) and traditional manual photogrammetry for the generation of DSM and DTM models is presented in (Baltasavias, 1999). The author underlines that laser scanning has a lot of advantages in terms of density of measurements, automation and rapidity compared to traditional manual photogrammetry but nevertheless the two technologies are complimentary to each other since the one can outperform the other in certain tasks. In (Beraldin, 2004) the author is also examining this complementarity between laser scanning and photogrammetry and addresses the problem of data fusion and multi sensor imaging systems and their practical applications. He also presents a short review of the basic theory, the limitations and the theoretical accuracies acquired by both laser scanning systems and close range photogrammetry. In (El-Hakim et al., 2008) the integration of Image Based Modelling (IBM) and laser scanning techniques are also examined. In this paper laser scanning is mixed with photogrammetry and aerial photogrammetry with photo acquired by a balloon in order to model the Erechtheion in Athens. The challenges presented to both laser scanning and photogrammetry by the marble surfaces due to their reflectance and texture problems are underlined in these publications.

TLS techniques have been widely adopted for cultural heritage documentation and therefore many papers have tried to investigate the advantages and disadvantages of TLS and manual close range photogrammetry (Kadobayashi et al., 2004), (Aishawabkeh and Haala, 2004) (Boehler and Marbs, 2004), and (Gruussenmeyer et al., 2008). The general conclusion is that due to the complexity of the scenes and of the materials used the choice of the method is heavily correlated to the scene that has to be modelled and hence a combination of the two methods could be interesting in various cases.

The advances in automation of photogrammetric procedures by the adoption of the computer vision techniques and the introduction of commercial and open source automatic or semi-automatic software have led to significant advances in the use of IBM in different applications. (Seitz et al., 2006) present a quantitative comparison of various multi-stereo view (MVS) image based reconstruction algorithms for modelling small objects in indoor environments. The image datasets were compared to datasets acquired with the use of a laser stripe scanner which provided very high accuracy. The authors conclude that all the algorithms perform well offering accuracies very close to the ones of the laser scanner. (Strecha et al., 2008) also present an evaluation of image based reconstruction algorithms with TLS systems. This evaluation concerns datasets of large objects acquired in outdoor conditions. The authors conclude that (Furutaka and Ponce, 2010) provide the best results. Nevertheless they point out that for large scale outdoor scenes the multi-view algorithms still lack in accuracy compared to laser scanning. In (Remondino et al., July 2008) a photogrammetric software for image matching and IBM is presented. An evaluation of the technique is also provided with a comparison of the photogrammetric software results for various scenes with those of a phase shift laser scanner and a triangulation scanner. The authors conclude that the new techniques adopted by the photogrammetric community can lead to the production of image based models with geometrical properties compared to the ones produced by laser scanners with the advantage of portability and lower cost.

The comparison that is presented in this paper aims to evaluate 3D models of the interior of a complex, low textured modern building produced by a totally automatic photogrammetric open source software and a TLS. We evaluate not only the accuracy of the two models but also the time spent on field and office in order to acquire them.

3 METHODOLOGY DESCRIPTION

The camera used for capturing the images is a Canon EOS 5D Mark II coupled with a 8mm Samyang fisheye lens. The camera’s sensor is a full frame 21 megapixel CMOS sensor which corresponds to a sensor pixel size of 6.4 µm. The Samyang fish-eye lens is a low cost fisheye lens made for APS-S sized sensors which means that only 70% of the diagonal of the camera’s sensor is used. The Samyang lens is one of the cheapest fisheye lenses in the market and provides 180° circular fisheye images to full frame sensors. It is made of 10 optical elements, one of which is aspherical, grouped in 7 groups. For the laser scanner campaign we have used a Leica Scanstation 2. The Scanstation 2 is a Time Of Flight laser scanner which offers at 50m a single measurement position accuracy of 6mm, distance accuracy of 4mm, horizontal angle accuracy of 60µrad and vertical angle accuracy of 60µrad. The modeled surface precision offered by the scanner is 2mm which guarantees that the noise levels in the cloud points are low. For the laser point clouds alignment and registration the Cyclone (@Leica) software was used. For the scan registration black and white Leica targets where used on the field. For the image derived point cloud the APERO/MICMAC (@IGN) Open Source software (APERO/MICMAC, 2012) was used. The software functionalities will be further analysed in the next section. The two cloud points where compared using the CloudCompare Open Source software (CloudCompare, 2012) (@EDF R & D). The software offers various tools for the direct comparison of the distances between different cloud points or/and meshes of the same scene.

3.1 Data acquisition

The stairway dataset was chosen for our experiments because it has several distinct characteristics that interest us. Firstly it is inside a modern building which means that is not very rich in texture and thus making it a rather challenging environment for the extraction of SIFT points and for the generation of dense point clouds from images. Secondly being part of a modern building its surfaces are rather vertical and planar allowing us to detect easily the deviations in the geometries of its surfaces. Finally the rather complex geometry of a modern building stairway is an added challenge for the stability of the camera network and the bundle adjustment of the photos. Our stairway is a typical U-shaped stairway with full landings in the middle and black metal handrails. The stairwell spans in 4 floors and is 12 meters high. In order to be able to capture our scene with the less photos possible we had to use a lens that would permit us to have photos with a large field of view in the confined space of a stairway. The 8mm fishey lens that was used allowed us to acquire photos with a global view of the scene (Figure 1) and thus with textured zones in every image, which is essential for the SIFT algorithm. It also permitted us to have a sufficient overlap between more than two images in order to be able to effectively perform the multi-image matching. One photo was taken on each of the steps and about 8 photos were taken on each of its landings. In total we have acquired 111 photos in RAW format. The total acquisition time was of about 1 hour. At the same time we have also acquired a dataset of 15 images for the lens calibration.

For the TLS acquisition we have opted to acquire laser scans with a 5mm resolution. 2 scanstations were set at each landing. The total number of scanstations is 20 and the average duration of each scanstation was about one hour. For the consolidation of the different scans in one point cloud we have used a mix of Leica Black and White targets and spheres of known diameter. The total acquisition time was of about 20 hours.
3.2 APERO/MICMAC

The IGN has decided in 2007 to deliver as Open Source several software that have been developed within the Matis laboratory. One of these is the APERO/MICMAC suite. The APERO is a software that computes orientation of images and MICMAC a software that calculates depth maps of oriented images and can deliver them as dense point clouds. The MICMAC software was initially used in aerial images but nowadays is also adapted to the needs of close range and terrestrial photogrammetry. The main difference of the APERO/MICMAC from software developed within the Computer Vision community like Bundler-PMVS (Furukawa and Ponce, 2010) or Samantha (Gherardi et al., 2011) is the introduction of photogrammetric rigidity in the equations. Furthermore the camera calibration model used is more sophisticated and allows the calibration of fish-eye lenses, an option which is not proposed to our knowledge by other Open Source software. It also allows the self-calibration during the bundle adjustment steps. However the user of APERO/MICMAC must be aware that this software does not trade precision to the flexibility of creating 3D models from unordered images. Therefore the user should follow the rules of photogrammetric acquisition in order to get the optimal results. The 3D modelization process is done in three steps. In the first step tie points are computed between the images. A modified for large images version of sift++ (Vedaldi, 2010) is used by default but the user could use any other detector for the extraction of tie points within the APERO/MICMAC pipeline. The user has the possibility to select between computing tie points for all pair of images or define the number of images that overlap, in linear datasets, thus accelerating the computation time. The user may choose to provide calibration data for its camera or a self-calibration may be performed during the bundle adjustment procedure. Several calibration models are proposed by APERO:

- Distortion free model
- Radial distortion polynomial model
- Radial distortion with decentric (fraser)
- Ebner’s and Brown’s model
- Polynomial models from degree 3 to 7
- Fish-eye models for diagonal and spherical fish-eyes

The two models used for fish-eye lenses are made by a combination of theoretical equidistant model and a polynomial distortion. The polynomial model has 14 degrees of freedom 1 for focal length, 2 for principal point, 2 for distortion center, 3 coefficients of radial distortion, 2 decentric parameters and 2 affine parameters. The main difference is that for a diagonal fish-eye the model considers that the useful area in an image is within the 95% of its diagonal whereas for a spherical fish-eye this percentage is 52%. The second step is the computation of the orientations by the APERO. The relative orientation is calculated from the tie points and if it is needed the relative orientation can be converted to absolute orientation with the use of control points or GPS/INS data. In order to calculate an initial solution an image is selected either by the user or by APERO which sets the coordinate system. The next image for orientation is chosen based on certain criteria such as the number of common tie points and their distribution in the images. APERO uses the essential matrix coupled with RANSAC and if there are enough tie points the space resection with RANSAC. The best solution is chosen at the end of the procedure. A bundle adjustment of the oriented images is performed in regular intervals in order to avoid the solution’s divergence. The bundle adjustment follows the classical procedure presented in (Triggs et al., 2000). An estimation of the ground point is calculated by bundle intersection of all images it is seen and a minimization term, which is the sum of the reprojected in the images of the ground point, is then added. The term is linearised and is added to a global quadratic form that has to be minimized. The system is then solved using the Cholesky decomposition method. The MICMAC software and the generation of 3D point clouds through multi-scale and multi-resolution matching are extensively described in (Pierrot-Deseilligny and Paparoditis, 2006)

3.3 Data Treatment

The TLS scans were treated using the Leica software of Cyclone. The black and white targets and the spheres that were acquired during the TLS acquisitions where used to register the different scans in one global scan of the whole stairway. The windows and everything that was outside the stairwell was excluded from the global scan in order to be able to effectively compare the TLS dataset to the IBM dataset. The use of targets and spheres for the registration of the scans meant that the process was automated and very fast compensating partially the long on-site acquisition times(Figure 2).

The initial step for the orientation of our acquisition images is the auto-calibration of the camera lens with the use of the APERO software. The duration of the whole procedure was about 2 hours on a Intel 2.83GHz Core2 Quad machine with 4Gb of RAM. The root mean square error (RMS) of the bundle adjustment for the calibration dataset was 0.35 pixels. The auto-calibration values where then used as initial values for the bundle adjustment of the stairway dataset. In order to accelerate the process of tie points generation we have considered that an image can overlap with
After the tie point generation we proceeded to the bundle adjustment of the images. The RMS of the bundle adjustment was 0.7 pixels. The scale can be introduced by measuring two points of known distance that can be seen in two images. The duration of orientation procedure on a Intel 2.83GHz Core2 Quad machine with 4Gb of RAM was 10 hours. It has to be noted that the extraction of tie points is the most time consuming part of the APERO but since it is coded as a multi threading procedure it can be accelerated on multi-core machines.

The next step after the orientation of the images was the reconstruction of the scene using MICMAC in order to produce sparse and dense cloud points of the stairway. We have the option within the software of quickly generating sparse point clouds which can be very useful to describe our global scene when a dense point cloud of the scene is not demanded and to verify that the bundle adjustment result is coherent with the reality. The sparse point cloud with the camera positions produced by IBM and the TLS point cloud of the stairway can be seen on Figures 2 and 3. We can see that IBM failed to produce a large number of points in the non-textured white area of the ceilings leaving the model open.

4 RESULTS

The two point clouds were registered using the ICP algorithm in order to be evaluated within the CloudCompare software (© EDF R & D). The CloudCompare is an open source 3D point cloud and mesh processing and comparing software. The software offers various distance measurements between two point clouds or two meshes or a point cloud and a mesh. In our case we are interested in the distance between two point clouds. In this case the software calculates a local model for the reference point cloud in order to offer a more local and global precision on the distance calculations between the two point clouds. Various models are proposed for this local model calculation and we have opted for the approach of the height function which offers the best precision among the different models proposed. This method initially projects the points on a plane calculated with least squares. Then a more accurate locally modelled plane is calculated with the use of a height function of

$$z = ax + by + cx^2 + dy^2 + exy$$  \hspace{1cm} (1)

More information about CloudCompare and the models proposed by the software can be found in (Girardeau-Montaut et al., 2005) and (CloudCompare, 2012).

The mean distance between the sparse point cloud and the TLS point cloud was 3 cm with a sigma of 7 cm. The maximum distance observed was 26 cm (Figure 4). For the dense point cloud the mean computed distance was 6 cm with a sigma of 6 cm. The maximum calculated distance was 29 cm (Figure 5).

Qualitative tests have also been performed in order to better un-
and vertical sections of the TLS and the IBM point clouds have been made. As it can be seen in Figure 6 it is clear that the main geometry problem of the sparse point cloud is on the Z axis of our IBM mode where there is a systematic difference between the TLS point cloud and the IBM point cloud. This difference could be due to the fact that the IBM point cloud is very sparse on the ceiling and therefore the point cloud is ill-referenced on the Z axis. On the other hand the X and Y axis, as it can be seen on Figure 7, don’t suffer from significant geometry problems we can therefore assume that the results would have been significantly better if the ceiling was sufficiently textured. In Figure 5 we can also notice that during the dense point cloud generation MICMAC was not able to sufficiently compensate the distortions of the fish-eye lens and therefore the differences between the TLS point cloud and the dense point cloud seem to follow, much less extensively, the pattern of distortion of the fish-eye lens which could be attributed to the poor quality of the optics used for the construction of the low cost fish-eye lens that was used in our acquisition.

5 CONCLUSIONS AND FUTURE WORK

We have presented a comparison of TLS and of a fully automatic photogrammetric work-flow IBM. We should note that we have not compared the IBM results of our software with results of other commercial or open source software such as Bundler-PMVS due to the fact that to our knowledge these software don’t offer the option of calibrating fish-eye lenses on which we have solely been based for capturing our complex interior scene. However this choice was essential to our purpose since it allowed us to capture our scene using the fewer possible images with big overlaps and thus to a) accelerate the photogrammetric process and b) establish that the algorithm would be able to converge to a satisfactory result. The overall result of our approach may not reach the geometric precision of a laser scanner, since it is heavily constrained by the lack of texture that characterizes most of the modern buildings, however it still offers an interesting solution to TLS. In fact the use of IBM in our case trades part of the TLS accuracy for lower cost since the IBM dataset can be captured with any of the shelf dSLR camera equipped with a low cost fish-eye lens and an open source software instead of using an expensive laser scanner and its proprietary software. Another advantage of the IBM modelling solution compared to the TLS is the significantly faster acquisition of the images for the model generation, which could be essential for applications that demand quick and low cost modelling of complex interior spaces with low texture instead of a very accurate 3D model. Another advantage of the IBM modelling is its portability since a dSLR camera - or any other digital camera - and a tripod can be easily transported by a single person whereas TLS tend to be heavy and bulky thus making their transportation a difficult and sometimes complicated and expensive task. Another advantage of the IBM method compared to the TLS used in our experimentations is that it directly provides a high quality textured by the R,G,B information of the images whereas the texture in the TLS model is of inferior quality due to the significantly lower resolution of its camera. We believe that the results of our method can be improved with the use of a better quality fish-eye lens. Another step that could be added to our approach in order to achieve better results is the use of lenses of longer focal length for capturing images, with or without sufficient overlap, of higher resolution for certain areas of interest or even for the whole scene. The highly overlapping fish-eye images would therefore provide the skeleton of our model allowing the connection of the longer focal-length images that can be used for the generation of dense point clouds. Finally the
manual measurement of control points in the images and their use in the bundle adjustment could provide us with better and more robust results in terms of geometric precision even though this would add a time consuming amount of manual work. The advances that computer vision has brought to the photogrammetric work flow have allowed the use of IBM even in complex low textured scenes. The results of the automatic IBM method may be inferior to the ones of the TLS in terms of geometric accuracy but IBM, thanks to its scalability, low cost and on the field rapidity, remains an interesting solution to TLS. This confirms the fact that between IBM and TLS there is no single method for modelling one scene and that parameters such as the nature of the scene, the materials of the scene and the expected geometric accuracy should always be considered when choosing an acquisition method especially nowadays that IBM open source software are available.
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