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ABSTRACT:

Estimation of an image exterior orientation is required in multiple tasks including 3D reconstruction, autonomous driving and navigation, and single-photo 3D reconstruction. The problem can be easily solved if some reference points (keypoints) with known coordinates in the reference frame are detected in the image. While multiple robust keypoint detectors were developed, estimation of an image exterior orientation from a single image remains challenging in many cases. For example, repeating structures in the scene or absence of textures can reduce the performance of keypoint detectors. Some exterior orientation methods leverage general assumptions regarding the perspective projection and do not require any keypoints. Usually this methods are based on the vanishing point detection (Verykokou and Ioannidis, 2016a). Recently a number of neural networks (Kehl et al., 2017) have been proposed for the task of the camera pose estimation that is similar to estimation of exterior orientation. While such methods demonstrate encouraging results for challenging scenarios, usually they can estimate exterior orientation only with respect to a limited number of objects that neural model have observed during the training stage.

1. INTRODUCTION

Estimation of camera orientation is one of the key problems of photogrammetry usually it is required to estimate the camera pose and rotation from a given image or a set of images. Such task is commonly called estimation of the camera external orientation parameters in contrast to estimation of camera lens parameters that are commonly called interior orientation parameters. Also in computer vision estimation of camera exterior orientation is sometimes referred as camera pose estimation. The complexity orientation from a given image is related to the number of keypoints visible in the image.

Multiple methods have been proposed in the literature focused on estimation of the camera exterior orientation. These methods can be broadly divided into two groups: keypoint-based and scene-based. Estimation of an image exterior orientation is the process of recovering the spatial pose and rotation parameters of a camera with respect to a given reference system. Image external orientation is required in multiple tasks including 3D reconstruction, autonomous driving and navigation, and single-photo 3D reconstruction. The problem can be easily solved if some reference points (keypoints) with known coordinates in the reference frame are detected in the image. Hence, most of modern external orientation algorithms such as DLT (Abdel-Aziz and Karara, 1971) and EPnP (Lepetit et al., 2009) require \( n \) known 3D points to be detected in the image. This problem is also sometimes referenced as Perspective-\( n \)-Point (PnP), where \( n \) is the number of required points. While multiple robust keypoint detectors were developed, estimation of an image exterior orientation from a single image remains challenging in many cases.
We developed a dedicated dataset with 50k images and corresponding orientation parameters to train and validate our model. All images were generated using a 3D scene of an industrial room and represent scenarios that are typical for navigation of a mobile robot. We evaluated our algorithm using an independent test split of the dataset. The results of evaluation demonstrate that our algorithm allows estimation of the exterior orientation of an image with respect to a known 3D scene. The accuracy of the exterior orientation is comparable with modern state-of-the-art methods. The camera pose can be recovered with a mean error of 50 mm for a working space of 5 by 5 meters.

2. RELATED WORKS

2.1 Image Exterior Orientation

Image exterior orientation is one of the fundamental problems in photogrammetry that is needed for an estimation of accurate 3D coordinates of imaged scene. Photogrammetric approach is based on consideration of exterior orientation task in Cartesian systems of coordinates, thus having a deal with non-linear problem. As a fundamental problem of photogrammetry, exterior orientation task have been studied from the early years of photogrammetry.

One of the first approaches was Direct Linear Transformation (Abdel-Aziz and Karara, 1971), proposed in 1971. It is based on the assumption that relation between comparator coordinates and object coordinates can be described by direct linear transformation. For estimation of eleven unknown parameters more than six control points are needed, these points not belonging to the same plane.

Then, a number of methods for exterior orientation was proposed, that used three fundamental conditions, namely collinearity, coplanarity and coangularity conditions. Among these methods are approximate methods, such as Church method (Slama et al., 1980), based on coangularity condition; 3D conformal transformation (Dewitt, 1996), providing the absolute orientation of stereomodel; approximate solution for spatial transformation (Kraus, 1997); a number of methods that use line feature or vanishing point (Van den Heuvel, 1998, Knaiz, 2016). These methods allowed finding exterior orientation approximation by linear processing of this non-linear problem.

To find accurate estimation of exterior orientation parameters three fundamental photogrammetric conditions are used. They establish relation between spatial coordinates of object control points and their image coordinates. Then estimation of unknown parameters is determined as root mean squares estimate, considering image coordinates of the control points as observations. These approaches require knowing of coordinates control points and some initial approximations for estimating parameters.

A number of studies addressed to find a closed-form solution without initialization. A solution for exterior orientation determination was proposed, that uses orthonormal matrices for closed-form solution (Horn et al., 1988). The drawback of this algorithm is possibility of finding incorrect rotation matrix. For the solution of this problem another closed-form method, based on singular value decomposition technique was proposed (Arun et al., 1987). This approach allows reliable determining of the transformation parameters.

So, for automation of exterior orientation procedure various methods were proposed, that aim at automatically detecting of control points and determining initial approximation for unknown parameters. The approach for finding approximate values of exterior orientation parameters, based on Particle Swarm Optimization (Li and Li, 2012), begins from a large domain of possible values of external orientation parameters, and then finds best estimates, giving the minimum of image coordinates residual errors.

The technique for finding approximate exterior orientation parameters of multiple large-scale overlapping oblique aerial images for case of unavailable information from GPS (Verykokou and Ioannidis, 2016b) involves five-steps procedure. It includes: determination of the overlapping image pairs; computation of the transformation from image to the reference system of coordinates; rough estimate of the interior orientation of the camera; true horizon line and nadir point estimate for each image; estimation of approximate exterior orientation for every image.

The technique for improving the transformation accuracy (Yan et al., 2016) uses various sets of local similarities. The technique
construct triangular irregular network from the available ground control points, thus obtaining a set of triangles. Three vertices of each triangle are used for determining the local similarities. The new transformation combines these weighted local similarities, that allow to reduce errors.

Last decades exterior orientation problem also received a lot attention in computer vision, with the term camera pose estimation usually being used for the task of finding camera location and its angle orientation. Computer vision approach usually search for direct solution of pose estimation problem, trying to find a solution with a minimum amount information about the object. The problem is usually solved in homogeneous coordinates that provides linear solutions based on concepts of algebraic projective geometry.

Methods for camera localization and pose estimation usually exploit feature detectors such as Local Binary Patterns (LBP) and its modifications (Ojala et al., 1996, Knyaz et al., 2016), Speeded Up Robust Features (SURF) (Bay et al., 2006) or Scale-Invariant Feature Transform (SIFT) (Lowe, 1999) for detecting control points, with further solving so-called Perspective-n-Point (PnP) problem of estimating the pose of a camera given a set of n 3D control object points and their corresponding 2D image points (Wu et al., 2018).

With impressive progress in deep learning these techniques were successfully applied for solving the camera pose estimation problem. The PoseNet (Kendall et al., 2015) was one of the first convolutional neural networks for estimating absolute pose of a camera from an image. It was modified truncated GoogLeNet (Szegedy et al., 2015) architecture with softmax classification layer replaced by a sequence of fully connected layers.

Bayesian PoseNet (Kendall and Cipolla, 2016), that improves the performance of PoseNet, leverages the notion of Bayesian CNNs with Bernoulli distributions. For input image the pre-trained PoseNet model generates samples by dropping out activation units of convolutional layers with a given probability. Then the pose is calculated as average of the individual samples’ predictions.

Further development of deep absolute pose estimation techniques can be divided into two groups: end-to-end learning of pose estimation (Walch et al., 2017, Moreau et al., 2022) and hybrid pose learning, such as image retrieval with relative pose regression, structure-based with local learning and hierarchical pose estimation (Shavit and Ferens, 2019).

2.2 Generative Modeling

Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) have been proposed recently. GANs aim learning a given domain of samples (e.g., images) at the training stage. During the inference unconditional GANs generate new samples that are indistinguishable from the original samples from the training dataset. GANs can be broadly divided into two large groups: unconditional GANs and conditional GANs.

3. METHOD

3.1 Framework overview

Our method aims estimating camera external orientation $p \in \mathbb{R}^6$ using an input image $A$. We make a strong assumption that the geometry of the scene observed in the image $A$ is known during the training stage. We consider two domains: the image domain $A \in \mathbb{R}^{W \times H \times C}$ and the external orientation parameters domain $P \in \mathbb{R}^6$. A parameter vector $p \in P$ defines the camera pose $p = [x, y, z, \alpha, \omega, \kappa]^T$ with respect to the scene reference frame.

3.2 ExteriorGAN method

Our ExteriorGAN model is inspired by StyleGAN2 model (Karras et al., 2019). The original StyleGAN2 model leverages a multilayer perceptron (MLP) to project the input random vector $z \sim \mathcal{N}(\mu, \sigma^2)$ to the latent space $w$, $M : z \rightarrow w$. We made two main contributions to the original StyleGAN2 model. Firstly, we concatenate an input exterior orientation parameter vector $p$ to the random vector $z$ during the training stage. Secondly, we train an additional MLP that learns a inverse mapping $M^{-1} : w \rightarrow (z, p)$. During the inference stage, we...
obtain the latent vector \( w \) using embedding in the latent space. After that, we use an inverse MLP to project latent vector \( w \) back to the exterior orientation parameters \( p \).

### 3.3 Dataset Generation

We use our environment simulator to generate our \textit{ExteriorViews} dataset. The dataset includes 18k samples consisting of pairs of images and the corresponding exterior orientation parameters. The images present the virtual scene with objects of six classes: wall, floor, window, furniture, door, sculpture. The resolution of color images is 512 by 512 pixels. The dataset is split into a training set with 16k samples and a test set with 2k samples. We use various augmentation techniques to increase the dataset diversity (Kniaz et al., 2021). Example images from the dataset are presented in Figure 2.

### 4. EVALUATION

We evaluate our \textit{ExteriorGAN} model and baselines using two datasets: our \textit{ExteriorViews} dataset and the \textit{LINEMOD} dataset (Hinterstoisser et al., 2012). The \textit{LINEMOD} dataset includes over 18000 real images with 15 different objects and ground truth exterior orientation parameters. For both datasets, we use the training split with 15k images, we perform evaluation using the remaining test split.

We consider four baseline methods and neural models: DLT (Abdel-Aziz and Karara, 1971), EPnP (Lepetit et al., 2009), DPOD (Zakharov et al., 2019), RCVPose (Wu et al., 2022).

#### 4.1 Qualitative Evaluation

We evaluate our \textit{ExteriorGAN} model and baselines in terms of image reconstruction accuracy and comparison between the ground truth trajectory and the reconstructed trajectory. Random images generated by our \textit{ExteriorGAN} model for the \textit{LINEMOD} dataset are presented in Figure 3. Qualitative comparison with original images from the \textit{LINEMOD} dataset proves that our model successfully reproduces the foreground scene. Still objects in the background, e.g. humans, computer monitors remain blurry.

Ground truth and reconstructed trajectory are presented in Figure 4 and Figure 5. The reconstructed trajectory is smooth and generally follows the original motion of the camera.

#### 4.2 Quantitative Evaluation

We evaluate our model qualitatively in terms of Root Mean Squared Error (RMSE) at the ground truth points of the scene. The results of root mean squared error estimate for the proposed method and baselines are given in Table 1.

Also three metrics adopted from the Benchmark for 6D Object Pose Estimation (Hodaň et al., 2020, Hodaň et al., 2018) were used for the proposed method evaluation: Visible Surface Discrepancy (VSD) (Hodaň et al., 2018), Maximum Symmetry-Aware Surface Distance (MSSD), and Maximum Symmetry-Aware Projection Distance (MSPD). These metrics are defined as:

\[
ev_{VSD}(\hat{D}, \hat{D}, \hat{V}, \hat{V}, \tau) = 
\begin{cases} 
0 & \text{if } \hat{p} \in \hat{V} \cap \hat{V} \land |\hat{D}(p) - \hat{D}(p)| \\
1 & \text{otherwise}
\end{cases}
\]

The symbols \( \hat{D} \) and \( \hat{D} \) denote distance maps obtained by rendering the object model \( M \) in the estimated pose \( \hat{P} \) and the ground-truth pose \( \hat{P} \) respectively. These distance maps are compared with the distance map \( D_I \) of the test image \( I \) to obtain the visibility masks \( \hat{V} \) and \( \hat{V} \), i.e. sets of pixels where the model
Table 1. Quantitative evaluation in terms of RMS error between estimated and ground truth exterior orientation parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE mm (ExteriorViews)</th>
<th>LINEMOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLT</td>
<td>64</td>
<td>101</td>
</tr>
<tr>
<td>EPnP</td>
<td>44</td>
<td>45</td>
</tr>
<tr>
<td>DPoD</td>
<td>39</td>
<td>48</td>
</tr>
<tr>
<td>RCVPose</td>
<td>31</td>
<td>40</td>
</tr>
<tr>
<td>ExteriorGAN</td>
<td>43</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 2. Quantitative evaluation in terms of Visible Surface Discrepancy (VSD), Maximum Symmetry-Aware Surface Distance (MSSD), and Maximum Symmetry-Aware Projection Distance (MSPD).

Table 1 and 2 shows the ExteriorGAN model can estimate exterior orientation parameters of the camera with a mean error about 50 mm for a working space of 5 × 5 meters and can perform at the level of the state-of-the-art methods, expressed in 6DOF metrics VSD, MSSD, MSPD.

5. CONCLUSION

We demonstrated that the latent space of a trained generative model can be used to encode the camera exterior orientation parameters with respect to a given scene. Furthermore, a mutual correspondence between a latent vector \( \mathbf{w} \) and the camera pose \( \mathbf{p} \) can be estimated. This allowed us to develop a method for estimating the camera exterior orientation parameters from a given image by embedding this image into the latent space. Specifically, we embed the input image \( \mathbf{I} \) into the latent space to obtain the latent vector \( \mathbf{w} \). After that, we back-project the latent \( \mathbf{w} \) into the camera exterior orientation parameters \( \mathbf{p} \) using an inverse multilayer perceptron.

Our model estimates the exterior orientation parameters of the camera with a mean error of 50 mm for a working space of 5 by 5 meters. Evaluation proves that it is comparable with the modern methods. The main limitation of our model is that it can operate only in a constant environment. In further work, we are planning to estimate the camera pose with respect to a given object class. That will allow to estimate exterior orientation with respect to given objects in an arbitrary environment.
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