REGISTRATION AND FEATURE EXTRACTION FROM TERRESTRIAL LASER SCANNER POINT CLOUDS FOR AEROSPACE MANUFACTURING
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ABSTRACT:
Aircraft wing manufacture is becoming increasingly digitalised. For example, it is becoming possible to produce on-line digital representations of individual structural elements, components and tools as they are deployed during assembly processes. When it comes to monitoring a manufacturing environment, imaging systems can be used to track objects as they move about the workspace, comparing actual positions, alignments, and spatial relationships with the digital representation of the manufacturing process. Active imaging systems such as laser scanners and laser trackers can capture measurements within the manufacturing environment, which can be used to deduce information about both the overall stage of manufacture and progress of individual tasks. This paper is concerned with the in-line extraction of spatial information such as the location and orientation of drilling templates which are used with hand drilling tools to ensure drilled holes are accurately located. In this work, a construction grade terrestrial laser scanner, the Leica RTC360, is used to capture an example aircraft wing section in mid-assembly from several scan locations. Point cloud registration uses 1.5” white matte spherical targets that are interchangeable with the SMR targets used by the Leica AT960 MR laser tracker, ensuring that scans are connected to an established metrology control network used to define the coordinate space. Point cloud registration was achieved to sub-millimetre accuracy when compared to the laser tracker network. The location of drilling templates on the surface of the wing skin are automatically extracted from the captured and registered point clouds. When compared to laser tracker referenced hole centres, laser scanner drilling template holes agree to within 0.2mm.

1. INTRODUCTION

In an increasingly digital world, improving the level of automation in manufacturing is a requirement for forward progress, particularly for increased productivity. From aircraft to automobiles to mega-ships, large-scale multi-component assembly requires high levels of accuracy and precision, and can benefit from monitoring and modelling of the complex manufacturing processes. As components move and change through different stages of the manufacturing process, they accumulate variations. For a task such as aircraft manufacturing and assembly, components with miniscule variations combine to produce unique physical products, even if the products spawned from the same basic digital design model.

For multinational manufacturing corporations, the availability of a product-specific digital twin that is metrologically accurate, instrumental to the realization of Industry 4.0, is invaluable for both short-term and long-term monitoring and maintenance. The data required to create a digital twin, spanning both the temporal and spatial domains, can be captured using imaging technologies such as laser scanning and laser tracking. Live data from the factory floor can illustrate the real-time physical state of the product, and when matched back to the design data, can ease communication of product status and be used for quality assurance.

In order to track objects with an optical measurement system as they move around a physical environment, the objects to be tracked are most often equipped with recognizable targets that can be mapped into local coordinate frames or datums. From a productivity sense, it is inefficient to place targets on every component section that goes through an assembly line. A more efficient strategy would be to place targets on the jig structure supporting the component, such as an aircraft wing section, so that targets are independent of the manufactured object. This assumes a consistent relationship between the manufactured object and its supporting structure.

Currently, drilling templates, examples of which are shown in Figure 1, are manually affixed to the wing skin using pre-drilled alignment holes. The technique described herein explores capturing and modelling the drilling templates that are fixed to the aircraft wing surface to ensure that drill holes are made in the correct design locations. The process involves automatically and accurately locating individually shaped drilling templates placed in specified locations on the surface of an aircraft wing. Information as to correct placement and identification of the drilling templates is valuable as drilling, countersinking and fastening account for as much as 65% of the cost of aircraft assembly (Bullen 2013).

Figure 1: Example drilling templates
2. RELATED WORKS

2.1 Registration

Network design is an important consideration when planning a measurement survey that requires deployment of a network of sensors. Factors such as resolution, overlap, stand-off distance, incidence angle, and targeting must be considered, as well as optimizing the amount of data captured for the desired tasks. There has been significant work done on optimal network design in geodesy (Schmitt 1982) and photogrammetry (Fraser 1984) for example, but little when it comes to terrestrial laser scanning (TLS) for high precision surveys in manufacturing environments. A review of planning for scanning (PAS) using TLS in construction can be found in (Aryan, Bosché, and Tang 2021). An important piece of work was published by (Jia and Lichti 2019) regarding network design for scanning building interiors and exteriors with TLS. However, in most cases, TLS network planning is done empirically using the operator’s prior experience and is largely dependent on the site or object of interest.

The main difference between laser scanning in buildings and laser scanning in a manufacturing space is that the former often requires 100% coverage (Scott, Roth, and Rivest 2003), whereas scanning for manufacturing tasks frequently needs to be a localized approach due to the required level of detail. In addition, the majority of work on TLS network design has considered surfaces typical in building facades (Lichti and Harvey 2002; Lichti 2005; Voegtle and Wakaluk 2009), rather than aerospace materials such as coated metals and composites.

2.1.1 Targeting: Artificial targets or features installed on or around an object can refine registration and unequivocally signalise locations and features of interest, versus the use of features such as edges, holes, or structure in the light reflected from the surface itself. However, marker installation is time consuming and, in most manufacturing cases, it is desirable to avoid the placement of targets directly on the manufactured piece. Targetless registration approaches rely heavily on the geometry and optical surface characteristics of the object being scanned, the strength of the observation network and the level of overlap between neighbouring scans. Alignment errors can arise during registration that then propagate into the measurements derived from the point cloud, especially when components have repeating features, a characteristic common in manufacturing.

Alternatively, targets can be used to strengthen the registration process, and can be used to reduce the level of overlap, and therefore the number of scans, required to represent an object. Yan Wang et al. (2021) determined that using a targeted approach increases the time spent before commencing the scanning process, however, it reduces both the time spent registering the scans together and the time spent collecting the scans as less overlap is required between the station set ups compared to a targetless approach.

For large, complex objects such as aircraft components, with varying levels of surface reflection due to varying surface finishes, the density of the captured points often varies greatly based on the proximity and imaging geometry of the object to the scanner. Aircraft wings are designed to aerodynamic requirements with a high level of smooth surface continuity. As a result, each wing cross section looks very similar to its neighbours, challenging a registration process that depends on identifying unique features, especially along a single axis, such as along the length of an aircraft wing.

Finally, it must be considered that not all metrology systems can make use of the same targets. The installation of targets becomes more complex and time-consuming if each measurement device in a network requires its own physical target type to be installed in the measurement environment. There are three main kinds of TLS targets: paper targets installed on flat surfaces, paddle targets installed on magnetic mounts or survey tripods, and spherical targets. Spherical targets are largely recognized as the most precise (Becerik-Gerber et al. 2011), with sphere fitting being used to precisely locate the targets within the point clouds. Becerik-Gerber et al. (2011) tested both a phase-based and a time-of-flight scanner, with both types performing best when dealing with spherical targets compared to checkerboard paper and paddle targets. However, none of the tests achieved sub-millimetre level registration errors likely due to the quality of the laser scanner and registration method. It is also worth considering the challenge of using paper targets because they cannot be viewed from oblique angles, unlike paddle and spherical targets which stick out from the surface to which they are affixed.

The technique of spherical target fitting from point clouds is built-in to most scanner and third-party point cloud registration software. It has also been widely researched with various changes to the general sphere fitting method, for example by adding fine registration to the process (Yun et al. 2015), dealing with occluded sphere edges (Yamin Wang et al. 2014), the implementation of a modified RANSAC procedure (W. I. Liu 2019) and the use of geometrical constraints to find sphere centres (Franaszek, Cheok, and Witzgall 2009). Yang et al. (2021) investigated various registration errors and uncertainties that persist when using a laser scanner to measure gaps in aircraft wing assembly, concluding that the use of spherical targets can improve the efficiency of registration in PolyWorks.

2.2 Feature Extraction

Once registered, manually extracting information from point clouds is often time consuming, repetitive work that can be automated with algorithms involving pattern recognition and logic-based rules. Due to the nature of manufactured objects having regular shapes embedded within their design such as lines, planes and circles, pattern recognition techniques can be used to extract and model the shapes present within a point cloud to produce a 3D digital model of the physical object.

There has been a large amount of work done on the extraction and modelling of regular shapes from point clouds. Some of the most important developmental work in the extraction of regular shapes, referred to as geometric primitives, from point clouds first used range data (Roth and Levine 1993; Lozano-Perez, Grimmson, and White 1987). Fitting shapes such as lines, planes and cylinders was further developed in (Taubin 1991; Lukács, Martin, and Marshall 1998). Since then, strategies have been widely used for a variety of shape-fitting tasks, adapting over time to accommodate increasingly growing point counts as laser scanning and computer processing technologies have advanced. A comprehensive review of segmentation strategies for point cloud feature extraction, (Grilli, Menna, and Remondino 2017), gives an overview of the state of the art in point cloud feature extraction. Currently, the task of point cloud feature extraction often uses machine learning or deep learning strategies, a review of which can be found in (W. Liu et al. 2019).
The holes in drilling templates are a special case of circle detection because they are actually very short cylinders. Some of the prevalent work in cylinder fitting includes (Chaperon and Goulette 2001; Rabbani and van den Heuvel 2005; Tran, Cao, and Laurendeau 2015; Nurunnabi et al. 2019). Generalized solutions for circle fitting are largely included as a first step in the 3D problem of cylinder fitting, where a 3D data set is sliced perpendicularly to the direction of the cylinders and circles are found within the 2D slice. Examples are given by (Nurunnabi et al. 2019), using Gaussian space to create a sphere (Chaperon and Goulette 2001; Tran, Cao, and Laurendeau 2015) or using a 2D Hough transform to extract cylinder parameters (Rabbani and van den Heuvel 2005). Additional circle-focused solutions include the extraction on non-overlapping ellipses (Maalek and Lichti 2021), and circle fitting in MLS datasets (Nurunnabi, Sadahiro, and Laefler 2018).

In previous work, holes have largely been treated as circles, as it simplifies the extraction problem into a 2D case. A small scale prototype solution was developed by (Rubio et al. 2017) which included a movable inspection cabin housing an optical measuring probe and imaging system to measure completed drill holes. A boundary point detection (BPD) method was developed in (Mineo, Pierce, and Summan 2018) based on the idea that a circle created using a boundary point (BP) and its two neighbours should not include any other points. The BP detector created by (Mineo, Pierce, and Summan 2018) was further refined by (Tang et al. 2022) who introduced a density-based threshold making the point-in-circle problem more robust to small outliers. They used their circle extraction algorithm to find tiny drill holes in an aircraft engine nacelle. However, their threshold was tuned to be dataset specific, and worked best only when dealing with a dataset of extremely high density (0.06mm between adjacent points).

3. METHODS

3.1 Registration

In this project, white matte 1.5” magnetized spherical scanning targets, (Figure 2), were placed in metrology nests located around a section of an aircraft wing section. Spheres were chosen as they are physically interchangeable with the 1.5” spherical mounted reflectors (SMRs) used by laser trackers in industrial manufacturing.

First, a Leica AT960MR laser tracker captured the SMRs in their magnetic metrology nests from multiple stations and computed their locations using a unified spatial metrology network (USMN) adjustment in New River Kinematics (NRK) Spatial Analyser (SA) software, version 2022.2.0624.8. The spherical scanner targets were then placed in the nests and a Leica RTC360 scanned the environment from multiple locations in high resolution (3mm at 10m). The RTC360 is a phase-based scanner with a laser wavelength of 1550 nm.

A built-in function in SA was used to automatically extract spheres from the point clouds. Given a sphere diameter, search tolerance, and minimum number of points found on the sphere, the SA algorithm can automatically find and extract spherical targets. The search tolerance is the maximum allowable deviation for a given point from the desired diameter in order to be considered a fit to the sphere (Spatial Analyzer 2021). The diameter of the spherical targets is 1.5” (38.1 mm), and the optimal values for the other parameters were experimentally determined to be a search tolerance of 0.3 mm and a minimum number of 50 points on the sphere surface. Alterations of these parameters either made the auto detect function find too many (false positives) or too few spheres in the point cloud. The centre of the extracted sphere is then automatically found using the ASTM E3125-17 (E57 Committee 2017) fitting algorithms on each extracted set of sphere points.

![Figure 2: White spherical 1.5” laser scanner target sitting in magnetic nest](image)

Point clouds output from each scanner location were then registered to the common coordinate system by performing a least squares best fit 7 parameter transformation with the laser tracker-measured target coordinates as the nominals. In the work presented here, the point clouds are registered into the coordinate frame set out by the laser tracker. The quality of the registration is evaluated by comparing the difference between the centre of the sphere measured using the laser tracker, and the centre of the sphere measured using the laser scanner.

3.2 Feature Extraction

The registered point clouds are used as the input dataset for an algorithm that automatically locates hole centres in a drilling template to identify if it has been placed within a specified tolerance. The algorithm works by extracting the close-to planar top surface of the drilling template and isolating it from the wing surface. This is done using a variation of RANSAC, originally developed by (Bolles and Fischler 1981; Fischler and Bolles 1981) and modified to include the use of M-estimators (MSAC) instead of a completely random selection of seed points (Torr and Zisserman 2000).

The algorithm uses a modification of the original BPD method developed by (Mineo, Pierce, and Summan 2018) based on the idea that a circle created using a BP and its two nearest neighbours should not include any other points. The BPD method was further refined by (Tang et al. 2022) who introduced a density-based threshold making the points-in-circle problem more robust to small outliers around the edge of a boundary, Figure 3. However, the threshold was tuned for extremely high-density simulated data, and therefore is not applicable to a construction grade laser scanner such as the RTC360, Figure 4. In addition, their work does not deal with holes in physical close proximity to each other. In the work presented here, the threshold is relaxed to work for a larger variation of point cloud densities.
In practice, the boundary points are detected by first computing the local resolution, $\beta_c$, around the seed point. This is done by computing the mean of the distances between the seed point and all of its neighbours, $\mu_c$ and the standard deviation of those distances, $\sigma_c$ (Equation 1).

$$\beta_c = \mu_c + 2\sigma_c$$  \hfill (1)

For every seed point, a circle is computed between it and every combination of two other points in its neighbourhood. The point is denoted as a potential boundary point if the radius of any created circle is larger than $\beta_c$. This is the original BPD method developed in (Mineo, Pierce, and Summan 2018), which does not deal with outliers found in scanning data close to the edge of a scanned object where each laser spot may contain systematic biases due to its footprint extending beyond the surface boundaries. As seen in $p_i$ in Figure 3, a boundary point may contain points within its created circle. In order to deal with such data, a boundary point inclusion threshold, $n_{BPD}$, is computed by comparing the number of points in the circle, $c_{\text{min}}$, to the total number of points in the neighbourhood, $K$ (Equation 2).

$$n_{BPD} = 1 - \frac{c_{\text{min}}}{K}$$  \hfill (2)

The $n_{BPD}$ value is computed for each boundary point, and potential boundary points are kept if the $n_{BPD}$ value is larger than the threshold. The threshold value in (Tang et al. 2022) was experimentally derived to be 0.95 based on the point cloud resolution and the qualities of the scanned surface. The neighbourhood size is not given.

The BPD method is successful in extracting the boundary points of the drilling template (Figure 4). However, the method is very sensitive to a change in the $n_{BPD}$ threshold value, with a higher threshold meaning less points are detected, while a lower threshold means more points are detected as boundary points. Figure 4 demonstrates that in data from the RTC360 scanning in high resolution, the threshold used by (Tang et al. 2022) does not detect enough BPs to determine the outline of the holes in the drilling template. The outline of the drill holes as well as the edges of the drilling template become clearer as the threshold is decreased, meaning more points are permitted within the created boundary circle.

Due to the inherent presence of outliers and gaps when using point clouds, particularly those captured by a construction grade terrestrial laser scanner, it can be hypothesized that the more boundary points extracted, the better the estimate of the circle centre will be, up to a breaking point. In this dataset, a threshold of 0.7 included sufficient BPs to form the complete outline of each template hole without gaps. The continuity of the detected boundary points is key, as they need to be clustered in order to estimate the centres of each individual hole. If gaps within the outline of the circle were kept to a minimum, i.e. by extracting more points, a complete outline of the holes could be obtained.

Once boundary points are identified, a connectivity analysis is performed to group points belonging to individual holes. In a validation step, estimated hole centres are compared to the reference hole centres measured by the laser tracker. The only prior information required is the hole diameter and the minimum separation between holes in the drilling template.

4. RESULTS AND ANALYSIS

4.1 Registration

Once the spheres are automatically extracted from the scans, the scans are registered to the network of control points as measured by the laser tracker. This is done using a 7 parameter best-fit transformation between the sphere centres. Each scan is individually registered to the control network, meaning each spherical target centre has slightly different coordinates. Analysis of output discrepancy vectors is that there is no discernible systematic error in the registration process between 0 and 1 mm; the registered target centres are equally spread in 3D around the target centre measured by the laser tracker. However, it is important to note that small discrepancies occur.

The quality of the sphere fit can be quantified by computing the 3D difference between the laser tracked and the laser scanned sphere centres for the same target after the best fit transformation has been performed. A simplified registration case is presented in Figure 5, where twelve repeated scans were captured of a linear set of targets; the instrument was not moved between scans.
Sphere fit results are presented in Figure 6. Note that the number of spheres extracted from each scan varies, with targets closer to the scanner successfully extracted more often. Since each scan was matched independently, discrepancies between each tracked and scanned sphere centre are present. This variation is seen in Figure 6, where the spread of the difference is shown for each target. The larger the spread, the larger the variation in the difference between sphere centres in each scan.

The quality of the automated sphere extraction depends on both the difference between the centres of the laser scanned and laser tracked sphere, and the ability of the algorithm to automatically extract the spheres from the point cloud. Given the same fit tolerance and parameters, the number of targets extracted from the point cloud decreased as the distance from the instrument increased. This can be seen for Targets 6 and 7 in Figure 6, where only 7 and 4 spheres were extracted, respectively. The best fitting results are for Targets 2 and 3, located 2.7 m and 3.9 m from the instrument, respectively, and with 11/12 targets automatically extracted. The majority of the spherical targets were consistently extracted at ranges of 2 to 4 m, and the variation between laser tracked sphere centres and laser scanned sphere centres was consistently of the order of 0.4 mm.

The spread of the difference in sphere fit for Targets 4 and 5 is large, ranging from 0.1 mm to 1.6 mm. However, the distribution of the differences for Targets 4 and 5 do not follow the same pattern. The minimum and maximum difference for Target 4 could be outliers as without those two points, the distribution and mean would be very similar to the distribution and mean of Target 3. However, the sphere fit differences for Target 5 are even spread with no obvious outliers, meaning the sphere fit repeatability begins to degrade around 7 m. The steep inclination angle at Target 1 likely affected the distribution of the sphere fit differences of this closest point.

Due to variation in the distribution of the targets, the registration result differed for the experiments conducted. However, performing a best-fit adjustment with sub-millimetre RMS error was consistently achieved for scanning volumes up to 10 m³.

4.2 Feature Extraction

The hole detection algorithm begins by using MSAC to extract a planar segment from the underlying wing skin (Figure 7).

Boundary points are then extracted using the method described in Section 3.2. A linear model-driven MSAC is used to remove the linear edges of the drilling template. Next, a key step is to be able to separate the extracted boundary points into groups of points belonging to individual holes in the drilling template. This is vital to be able to compute the centres of each individual hole. The procedure is similar to region growing, in that points are clustered as long as the distance between points is smaller than a threshold value, in this case the minimum distance between holes in the template, 3 mm (Figure 8).

Figure 5: Scanning set up to test automatic extraction and quality of sphere fit

Figure 6: 3D difference between laser tracked sphere centre and laser scanned sphere centre vs. distance from instrument. Number of times each target was automatically detected from the scan is shown beside target number.
the hole centre measured by the laser tracker to validate the method (Figure 9 and Table 1).

The drilling templates were scanned from various ranges and incidence angles, in order to analyze the ideal orientation given the reflective nature of the sample brushed aluminum drilling template. Point cloud data were tested at their original resolution, and down sampled to 1 mm and 2 mm between points in the point cloud to evaluate the effect of density on the performance of the algorithm. Original point density was not consistent over the drilling template, but fluctuated around 0.3 mm on the section of the point cloud in question due to increasing distance of the template from the scanner location. The best performance of the algorithm in terms of minimizing the difference between the reference hole centres and the estimated hole centres was found to be from two scans at opposing oblique angles on either side of the drilling template, at a range of 2-3 m and incidence angle of 40-50°, with a mean difference of 0.16 mm. The increase in incidence angle minimized the reflections from ambient lighting, improving the completeness of the point clouds compared to scans taken at minimal incidence angles. In addition, the scans were captured from approximately the same height as the template but from two opposing incidence angles, cancelling out the bias that appears when scanning short cylinders from high incidence angles.

As seen in Table 1, the number of data points in the point cloud along with the number of points in the extracted plane and the number of boundary points detected reduces as the distance between points is increased. With a larger point cloud come longer processing speeds, but improvements in the mean difference between the reference hole centre and the hole centre estimated by the algorithm as well as the completeness of holes detected. Delta x and delta y values indicate the 2D direction of the difference between reference and estimated hole centres, in which an offset is present when using singular scans taken at oblique angles (Figure 9). The combination of the scans helps to reduce the directional offsets by increasing coverage, providing a complete representation of each template hole. It should be noted that scans from opposing incidence angles create a kind of self-compensation, and larger discrepancies would be expected from singular scans or from a wider distribution of drilling templates.

An example result from two scans is shown in Figure 9, where the reference (measured by the laser tracker) and estimated (from the point cloud captured by the laser scanner) hole centres and hole outlines are presented. The difference between the reference and estimated hole centres is quantified in Table 1 by the mean difference and delta x and y values. Additionally, the bias represented by the delta x and y values are presented in Figure 9, where the directional differences between reference and estimated hole centres have been multiplied by a factor of 50 for visualisation. It is clear from Figure 9 that the size of the difference vectors increases towards the right side of the drilling template, however, the direction of the difference vectors is not as consistent.

Despite the success of the hole detection algorithm, biased returns are prevalent when the scanner laser beam interacts with the inside of the template holes, seen in Figure 10 and Figure 11. The points captured inside the template hole do not describe the expected cylindrical shape. This is likely due to irregular reflections off the curved surface of the interior of the holes in the drilling template. When scanning from a high incidence angle, the incident laser beam can enter the hole, reflect off the interior wall, and continue downward rather than exiting the hole and returning to the scanner. Instead, the beam reflects multiple times until it hits either the bottom of the hole or some feature that reflects it back out again. This is sometimes referred to as optical ‘rattle’ and can cause path length extension.

<table>
<thead>
<tr>
<th>Resolution (distance between points)</th>
<th>Original (~0.3mm)</th>
<th>1 mm</th>
<th>2 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Points</td>
<td>97795</td>
<td>38281</td>
<td>12114</td>
</tr>
<tr>
<td>Points in Plane</td>
<td>40536</td>
<td>15605</td>
<td>3930</td>
</tr>
<tr>
<td>BPs</td>
<td>3432</td>
<td>2159</td>
<td>899</td>
</tr>
<tr>
<td>Time (min)</td>
<td>13.1</td>
<td>2.9</td>
<td>0.5</td>
</tr>
<tr>
<td>Holes found</td>
<td>12/12</td>
<td>12/12</td>
<td>6/12</td>
</tr>
<tr>
<td>Mean difference (mm)</td>
<td>0.160</td>
<td>0.238</td>
<td>1.538</td>
</tr>
<tr>
<td>Delta x (mm)</td>
<td>0.035</td>
<td>-0.090</td>
<td>-0.734</td>
</tr>
<tr>
<td>Delta y (mm)</td>
<td>0.028</td>
<td>-0.006</td>
<td>-0.725</td>
</tr>
</tbody>
</table>

Table 1: Sample results from two combined oblique scans

1 Approximate value, laser spot size is not given on manufacturer’s technical sheet.

Figure 9: Circle centre discrepancies from two scans at opposing incidence angles; laser tracker reference in blue, laser scanner estimated in red

Figure 10: Hole signatures at various scan incidence angles
In addition to the curved shape, the brushed aluminium material likely impacted the returns from the drilling template. Figure 11 presents the surface of the drilling template (a) from which the holes were extracted in Table 1, as well as the returns from inside the holes in the template in Figure 11 (b), (c) and (d). These ‘lobed’ scan returns can be linked to the incidence angle of the scan location, as well as the optical rattle inside the scanned template holes. This is evident in Figure 11 (a) where ‘pinching’ can be seen on either side of the holes extracted in close proximity to the planar surface on the drilling template.

Despite the systematic bias in the laser scanner measurements, the developed method was able to extract and compute the centres of the holes in the drilling template. Variations in scan range and incidence angle affected the result, however, the algorithm was consistently and reliably able to detect hole centres to the sub-millimetre level.

5. CONCLUSION

This work explored a precise registration method for point clouds captured by terrestrial laser scanners in manufacturing environments. Spherical targets were automatically extracted and used to register point clouds into a network of control points set out by a laser tracker and USMN adjustment. Once registered, these point clouds can be used to deduce valuable information on manufacturing progress and production. The registered point clouds were used to extract hole centres from drilling templates on the surface of an aircraft wing. Coverage, range and incidence angle have an impact on the quality of the captured scans. Manufacturing specifications and tolerances will determine the necessary scan setup and resolution.

Biased returns were recorded when scanning the drilling template from oblique incidence angles. These are likely due to the reflective nature of the aluminium interior surfaces of the drilling templates, as well as the depth and shape of the template holes. Additionally, it must be considered that template hole edges wear over time, and any deviation from circularity, even at the sub-millimetre level could affect the performance of the algorithm. Future work will include the exploration of optimal scanning angles, material properties of the drilling template and the use of scanners of differing metric capability.
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Figure 11: Biases shown in point cloud from two oblique angles; (a) planar surface of the drilling template, (b) returns from inside the drill holes with top surface removed, (c) and (d) plan and 3D view of the same singular drill hole.


