UAV-BASED 3D VIRTUAL TOUR CREATION
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ABSTRACT:

Lately, improvements in game engines have increased the interest in virtual reality (VR) technologies, that engages users with an artificial environment, and have led to the adoption of VR systems to display geospatial data. Because of the ongoing COVID-19 pandemic, and thus the necessity to stay at home, VR tours became very popular. In this paper, we tried to create a three-dimensional (3D) virtual tour for Gebze Technical University (GTU) Southern Campus by transferring high-resolution unmanned air vehicle (UAV) data into a virtual domain. UAV data is preferred in various applications because of its high spatial resolution, low cost and fast processing time. In this study, the area was captured from different modes and altitudes of UAV flights with a minimum ground sampling distance (GSD) of 2.18 cm using a 20 MP digital camera. The UAV data was processed in Structure from Motion (SfM) based photogrammetric evaluation software Agisoft Metashape and high-quality 3D textured mesh models were generated. Image orientation was completed using an optimal number of ground control points (GCPs), and the geometric accuracy was calculated as ±8 mm (~0.4 pixels). To create the VR tour, UAV-based mesh models were transferred into the Unity game engine and optimization processes were carried out by applying occlusion culling and space subdivision algorithms. To improve the visualization, 3D object models such as trees, lighting poles and arbours were positioned on VR. Finally, textual metadata about buildings and a player with a first-person camera were added for an informative VR experience.

1. INTRODUCTION

Virtual reality (VR) technology enables the depiction of physical reality in an artificial environment. Recent developments in game engines and the increase in the number of free software such as Unity, Unreal Engine, CryEngine, Armory have surged the interest in VR technologies. With rising interest, VR systems began to be employed in various scientific and commercial applications. VR technology has proven itself to be a powerful tool for the visualization of geospatial data and generating 3D photo-realistic models from imagery in the applications such as virtual touring, cultural heritage visualization, forensic examination, and maritime archaeology (Koutsoudis et al., 2007; Puta et al., 2016; Doležal et al., 2019; Koller et al., 2019). Nowadays, the ongoing Covid-19 pandemic and thus the requirement to stay at home as a safety precaution against the risk of infection has limited people's mobility. Due to this fact, many organizations changed their structure and provided opportunities to work from home to the employees. Because of these restrictions, virtual tours that enable remote visits, have become popular and this situation has led to the expansion of VR applications. Some studies even suggest that VR tourism during the pandemic has become a source of revenue for various attractions and these remote visits also have a positive impact on the physiological well-being of the visitors (Itani and Hollebeek, 2021; Li et al., 2021). VR tours can be in different forms such as 360° virtual tours that are produced through the combination of panoramic images taken in different locations, and 3D virtual tours which are created by the integration of high-quality 3D models into an artificial environment.

Photogrammetry is a branch of remote sensing, that extracts information from aerial photos based on mathematical equations and models. In cultural heritage documentation, archaeological research, architectural applications, 3D modelling of objects such as buildings, bridges, trees, and even dinosaur footprints can be carried out by employing photogrammetric techniques (Guarnieri et al., 2006; Shashi and Jain, 2007; Fetti et al., 2008; Riveiro et al., 2011; Miller et al., 2015). With the appearance of unmanned air vehicles (UAVs) which are remotely or manually controlled unmanned flying platforms, a new source as an alternative to aircraft has emerged in photogrammetric studies. With rapid technological development, UAV has become an indispensable technique for high-quality 3D modelling of the terrain and non-terrain objects by means of offering very high spatial resolution, low cost, and fast data processing time. In addition, UAV data is used in varied applications such as cultural heritage documentation, archaeological surveys, inspections of engineering constructions and deformation analysis of natural disasters (Eisenbeiss and Zhang, 2006; Fernández-Hernandez et al., 2015; Yamazaki et al., 2015; Khaloo et al., 2018). UAV imagery is generally processed in structure from motion (SfM) based photogrammetric evaluation software such as Agisoft Metashape, Pix4D, Visual SFM and Context Capture (Luceer et al., 2014; Nesbit and Hugenholtz, 2019; Sefercik et al., 2019). In these software, 3D model generation is completed by using a dense point cloud, produced after aligning aerial photos based on the SFM algorithm.

In this study, it is aimed to create a 3D virtual tour for the Gebze Technical University (GTU) Southern Campus by integrating high-resolution UAV data, processed in SfM based photogrammetric evaluation software Agisoft Metashape, into a virtual environment. With the creation of the 3D VR tour, candidate students, academics, other visitors will be able to visit the Campus remotely in a high-resolution artificial environment and get information about the terrain and non-terrain objects. At the same time, the VR tour will provide convenience to visitors during the ongoing pandemic period.
According to the aims, the study consists of five sections. In the next section, information about the study area and the properties of used materials are given. The third section presents the used methodology in 3D textured mesh model generation and the creation of a 3D virtual Campus tour. The results of the study are shown in the fourth section, followed by the conclusion.

2. STUDY AREA AND MATERIALS

The study area is the Southern Campus of GTU, located at Gebze district of Kocaeli province. The Campus covers 0.5 km² between 40° 48' 21" East longitude and 29° 21' 33" North parallel. Different land cover classes such as buildings, roads, and vegetation exist in the area and the topography is generally flat. Figure 1 presents the location of the study area.

![Figure 1. Position of the Kocaeli province in Turkey (a), location of GTU in Kocaeli (b) and orthomosaic map of GTU Southern Campus in geographic coordinate system and WGS84 datum (c)](image)

In UAV flights and GNSS (Global Navigation Satellite System) surveys, DJI Phantom IV Pro V2.0 UAV and CHC i80 GNSS receiver, available at GTU Geomatics Engineering Department's Advanced Remote Sensing Technology Laboratory, were used. In Table 1, used equipment and their specifications are shown.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DJI Phantom IV Pro V2.0</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Camera</strong></td>
<td>4K, HD, 1080p, 1”, effective pixels 20 MP</td>
</tr>
<tr>
<td><strong>Gimbal</strong></td>
<td>3-axis (pitch, roll, yaw)</td>
</tr>
<tr>
<td><strong>Flight duration</strong></td>
<td>Max. 30 minutes</td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td>1375 g</td>
</tr>
<tr>
<td><strong>Speed</strong></td>
<td>Max 20 m/s in S-mode</td>
</tr>
<tr>
<td><strong>Outdoor positioning module</strong></td>
<td>GPS/GLONASS dual</td>
</tr>
<tr>
<td><strong>Hover Accuracy Range</strong></td>
<td>± 0.1 m V, ± 0.5 m H (Vision), ± 0.3 m V, ± 1.5 m H (GPS)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CHC i80 GNSS</strong></td>
<td></td>
</tr>
<tr>
<td><strong>GNSS technology</strong></td>
<td>GPS, GLONASS, GALILEO, BeiDou, SBAS, NavIC</td>
</tr>
<tr>
<td><strong>Operating system</strong></td>
<td>Linux</td>
</tr>
<tr>
<td><strong>Working modes</strong></td>
<td>Static, VRS RTK, UHF RTK, all surveying modes</td>
</tr>
<tr>
<td><strong>Internal Memory</strong></td>
<td>32 GB</td>
</tr>
<tr>
<td><strong>Positioning accuracy RTK</strong></td>
<td>± 0.8 cm H, ± 1.5 cm V with initialization reliability &gt; 99.9%</td>
</tr>
<tr>
<td><strong>Battery</strong></td>
<td>Dual: Static up to 10 h, Cellular receive only up to 9 h, UHF receive/transmit up to 6 h</td>
</tr>
<tr>
<td><strong>Network-RTK</strong></td>
<td>Available</td>
</tr>
</tbody>
</table>

Table 1. Specifications of used UAV and GNSS receiver
3. METHODOLOGY

The applied methodologies were presented in two flow charts, shown in Figure 2a and 2b. Where, Figure 2a includes the processing steps for 3D textured mesh model generation, Figure 2b comprises the used steps in the integration of generated 3D mesh models into the Unity game engine for creating a 3D VR tour application. The matching and geometric correction of aerial photos, dense cloud generation and filtering, and 3D textured mesh model production were completed in Agisoft Metashape software. For importing produced 3D textured mesh models into the virtual domain and designing a VR tour application, the Unity game engine was utilized.

3.1 GCP Measurement and Flight Planning

For the orientation of aerial images, 43 ground control points (GCPs) were established over the study area. The established GCPs were measured by Continuously Operating Reference Stations (CORS) Real Time Kinematic (RTK) GNSS technique with 0.8 cm horizontal and 1.5 cm vertical relative positioning accuracy. In flight planning, the main aim was to cover the whole 3D modelling area with a minimum number of photos without any remarkable gaps. Therefore, using Pix4Dcapture UAV flight planning software, the entire area was covered by bundle grid, polygonal and circular flights. Bundle grid and circular flights were applied to the buildings for more realistic 3D building models. Where 80 m altitude was preferred for the bundle grid and polygonal flights, circular flights were completed with an altitude of 30 m to achieve the GSD of ≤2.18 cm. In prepared flight plans, the minimum front and side overlap ratios were 80% and 60% respectively. Finally, a total of 5161 aerial photos were acquired with the flights. In Figure 3, the prepared flight plan over the study area is shown. According to the flight plan, four bundle grid and three polygonal flights were realized.

![Prepared flight plan](image)

Figure 3. Prepared flight plan

3.2 Matching of Aerial Photos

As mentioned before, matching of aerial photos was carried out using a SfM based software Agisoft Metashape Professional on the high-end HP Z4 G4 workstation which is equipped with Intel® Xeon® W-2133 CPU @ 3.60 GHz, 64 GB RAM and an NVIDIA Quadro P2000 graphics card. The SfM algorithm is a low-cost and efficient photogrammetric technique that allows the generation of 3D structures in high resolution by utilizing an array of offset photos with certain overlap ratios (Westoby et al., 2012). As shown in Figure 4, the SfM technique requires a series of offset photos with overlap to extract features and reconstruct 3D geometry.

![Principle of photo acquisition geometry in the SfM algorithm](image)

Figure 4. Principle of photo acquisition geometry in the SfM algorithm (Westoby et al., 2012)

The matching procedure consists of two main steps as the initial image alignment to generate a sparse point cloud as the primary model and geometric correction. Before the initial image alignment, obtained aerial photos were imported into Agisoft Metashape software as five different tiles for a shorter processing time due to high CPU and RAM capacity requirements for more than 2000 aerial photos (threshold number of photos for SfM-based image matching software). Camera calibration was carried out automatically for the determination of interior orientation parameters. Also, the
images with the background information, captured with off-nadir orientation, have been masked manually to eliminate the disruptive effect of background pixels on the image alignment. After the camera calibration was performed and background pixels were masked, initial image alignment was realized for the purpose of generating the primary model, a sparsely populated point cloud with more than 48 million points. The geometry of the produced model was corrected by marking GCPs, measured before the UAV flights. The GCPs were imported as a reference into the Agisoft Metashape and marked in aerial photos (Figure 5).

3.3 Dense Cloud Generation and Filtering

To produce a high-quality 3D mesh model, a high-resolution densely populated point cloud consisting of approx. one billion points were generated by processing depth maps, built by extracting depth information from the image pairs with high overlapping values. The dense cloud generation with more than 5000 aerial photos took 5-12 hours per tile even using a computer with a RAM capacity of 64 GB. Generated dense point clouds have noise because of distortions in imaging geometry and the influence of land cover characteristics (especially forest). Of course, the noise may affect the quality of the generated 3D models. In this study, the noisy parts of the point clouds were classified and filtered. In addition, various objects such as cars, benches, lighting poles, and traffic signs were filtered as they might cause noise. Figure 6 shows the dense point cloud before and after the filtering process.

3.4 3D Textured Mesh Model Generation

Generated dense point cloud determines the objects in the non-continuous point-based format, so for proper visualization and thus creating an immersive VR tour it was essential to reconstruct objects in 3D solid form. Therefore, processing dense point cloud data, 3D mesh models were produced. Due to the sheer number of predicted faces (triangle) in the 3D mesh model reconstruction phase, the mesh decimation process was applied and the total number of faces was decreased to approx. 70 million. 3D textured mesh model was generated by employing aerial photos to produce high-resolution textures and then applying these textures to 3D mesh models. The generated 3D textured mesh models were filtered because of containing isolated polygons and objects with rough geometry.

3.5 3D VR Tour Creation

Integration of the 3D mesh models into a virtual domain is essential in creating a 3D VR tour application. Efficient integration of 3D mesh models requires exporting them in a suitable format. Therefore, generated 3D textured mesh models were exported in Wavefront OBJ format and imported into the Unity game engine which supports OBJ files. Wavefront OBJ format stores coordinates of points, polygonal data of 3D models, and it is commonly employed and supported by an array of 3D computer graphics software (Kato and Ohno, 2009). Because of the large number of faces in imported 3D models and thus large polygonal data, rendering optimization algorithms such as occlusion culling, and space subdivision were applied for increasing performance and efficiency. Occlusion culling algorithms are applied to identify, render visible sections of the 3D models, thus objects that fall behind the visible parts of a particular point of view are hidden and not rendered to increase the performance, eliminate hardware bottlenecks (Coorg and Teller, 1997). Both occlusion culling and space subdivision do not have a considerable effect on processing time. To improve the visualization, 3D object models such as trees, lighting poles and arbours were positioned on the VR application. Furthermore, textual metadata about buildings such as name, total floor area, and total usage area was added to inform the visitors about the Campus. To construct an immersive VR tour experience, users should be able to walk around buildings and objects as if they are walking in real life. Therefore, a player with a first-person camera was added for a realistic virtual experience. Finally, an executable file was built in Unity for the 3D VR tour application.

4. RESULTS

Figures 7 and 8 show the generated sparse point cloud and dense point cloud respectively.

Figure 5. A sample GCP on an aerial photo

Figure 6. Dense cloud with noise data (a) and filtered dense cloud (b)

Figure 7. Generated sparse point cloud
The point clouds were generated by merging five studied tiles. The dense point clouds of the independent tiles were generated in high resolution and the description potentials of the clouds were sufficient even in building corners. Figure 9 illustrates an instance of generated 3D textured mesh models.

3D textured mesh models were produced in high quality however small distortions exist due to the interpolation effects on particularly non-continuous vertical objects such as rooftop walls and eaves. Figure 10 shows the development of the 3D VR tour application in the Unity game engine.

In VR application figures, premade 3D object models, placed for better visualization, can be seen. In addition, interactive information panels with the pop-up window feature were located near buildings to display textual metadata (Figure 12).

The achieved results demonstrated that the 3D VR tour application offers users the opportunity to explore realistic 3D
models, collect information about Campus contents remotely, and have an immersive virtual experience.

5. CONCLUSIONS
With the recent developments in game engines, VR applications gained popularity and the adoption of UAV data for displaying high resolution geospatial data in a virtual environment became a significant topic. In this study, the potential of UAV imagery in generating high-quality 3D textured mesh models and integrating these models into a virtual domain for creating a 3D VR tour application was tested. High-resolution aerial photos of the GTU Southern Campus were captured by using a UAV with 20 megapixel RGB camera, in different capturing geometries such as bundle grid, polygonal, and circular. Acquired UAV photos were oriented in SFM-based image matching software Agisoft Metashape and using 43 independent GCPs, the geometry was corrected with RMSE of ±8 mm (~0.4 pixels).

After these processes, dense point clouds were generated, and employing these dense clouds high-quality 3D textured mesh models were produced. Integration of produced 3D textured mesh models into a virtual domain was carried out by importing 3D models into the Unity game engine. Then the 3D object models such as lighting poles, trees, arbours, benches were placed to improve the visualization. Also, the textual metadata about buildings such as name, total floor area, total usage area was added to inform users about the Campus contents during the VR tour. Finally, a player with a first-person camera was integrated for a realistic VR experience. Overall, thanks to the high-resolution UAV imagery, high-quality 3D textured models were produced and successfully integrated into the virtual domain using a game engine for the creation of an immersive 3D VR tour application. The generated tour will be served through the GTU official website as a web-based application and a downloadable file.
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