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ABSTRACT:

Unmanned underwater vehicle (UUV) is a key technology for marine resource exploration and ecological monitoring. How to use vision-based active positioning and three-dimensional perception to realize UUV underwater autonomous navigation and positioning is the basis for UUV’s underwater operations. The complexity and unstructured characteristics of seawater bring new challenges to vision-based underwater high-precision positioning. Traditional visual localization algorithms mainly include geometric-based visual localization algorithms (such as ORB-SLAM2) and deep learning-based visual localization algorithms (such as DXSLAM). In this paper, based on the typical marine environment (low brightness, dynamic fish interference, underwater light spot, high turbidity), the experimental analysis and comparison of different visual positioning methods of UUV is carried out, which provides a reference for realizing the real-time localization of UUV, and further provides a better solution for UUV underwater measurement and monitoring operations.

1. INTRODUCTION

In recent years, people have become more and more aware of the importance of the ocean in the fields of resources and ecology, and their interest in ocean exploration has also increased day by day. Unmanned underwater vehicle (UUV) technology is a key technology for marine resource exploration and ecological monitoring. Due to its significant cost advantage, high mobility and ability to complete various complex underwater tasks, it has become the first choice for underwater surveying operations (Chen, 2021; Sahoo et al., 2019). The ability to perceive the three-dimensional environment is the key to UUV underwater operations, which must be solved for UUV’s safe navigation and multi-cooperative tasks. High-precision positioning is the basis for realizing environmental perception, and it is also the core issue of ocean exploration and detection.

Conventional UUVs provide noise estimates of motion by being equipped with an Inertial Measurement Unit (IMU) or a Doppler Velocity Log (DVL). Inertial Navigation System (INS) obtains direction information and speed information through inertial sensors to calculate the moving distance of UUV. This method is suitable for long-range tasks and has the advantage of a passive approach, i.e. no signals need to be sent or received from external systems. It does not rely on external references and is widely used in most underwater robot positioning and navigation scenarios. However, the error of inertial sensor will increase over time, eventually leading to significant drift in motion estimates (Mu et al., 2019; Jalal and Nasir, 2021). This type of drift is caused by factors such as ocean currents and the accuracy of the sensor itself, which cannot sense displacement caused by external forces or earth gravity. A possible solution is to use geophysical maps to match sensor measurements, also known as geophysical navigation (GN), which allows longer missions to be completed while maintaining relatively low position errors. However, this method needs to provide a geophysical map, and comparing and matching the map with sensor data will result in high computational cost, which is one of the main reasons for restricting the development of GN (González et al., 2020; Rice et al., 2004). Acoustic Beacon-based System (ABS) has become an effective choice for underwater positioning because of its large sensing range. It obtains the actual position by measuring the flight time of acoustic signals. Acoustic systems are mostly implemented using acoustic repeaters, most of which require complex infrastructure, high deployment costs, expensive sensors, low resolution, and lack of semantic information, making it difficult to meet diverse semantic localization requirements. On the other hand, the velocities of light need to be carefully calibrated before using acoustic localization systems because they are affected by multipath Doppler effects and susceptibility to temperature rise. In addition, for small targets or dynamic targets, acoustic sensors have the problems of difficulty in feature extraction, poor detection accuracy, and high false detection rate, and it is difficult to obtain fine targets, which has also become one of the main reasons that restrict the application of acoustic sensors in the field of marine intelligent detection (Maurelli et al., 2021; Cong et al., 2021). The visual method solves this problem very well. It has rich semantic information, and has clear targets and high resolution. Especially in the coastal zone with good lighting environment, it can not only avoid noise interference caused by the influence of underwater landforms on acoustic sensors, but also collect rich texture and semantic information such as corals and fish when providing environmental perception and positioning information to underwater UUVs. Therefore, in recent years, visual sensors have been increasingly applied in the fields of underwater...
mapping and marine life conservation (Hozyn and Zak, 2021; Mohammed et al., 2021).

Due to the unstructured nature of seawater, the influence of complex ocean currents, fluid resistance, and the inability to use GPS signals, traditional terrestrial measurement and remote sensing methods are difficult to directly apply to the underwater environment, which brings new challenges for vision-based underwater high-precision positioning (Xing et al., 2021; Zhu et al., 2020). How to use vision-based real-time perception and active positioning capabilities to realize underwater autonomous positioning and navigation of UUVs is one of the current important tasks.

Based on this, this paper mainly studies the vision-based high-precision positioning of underwater UUV, visual simultaneous localization and mapping (VSLAM), deep learning and other technologies to achieve real-time underwater positioning and 3D perception, and further realize autonomous navigation, positioning and automatic acquisition, and provide a technical basis for multi-task underwater monitoring and surveying.

2. RELATED WORK

Traditional vision-based localization methods are mainly divided into two categories: geometric-based visual localization methods and deep learning-based visual localization methods (Li et al., 2021).

Geometry-based visual localization methods require a pre-built 3D model of the scene. In the positioning process, a 2D-3D matching relationship is established by matching the feature points of the current image frame and the scene model (Lowe, 2004; Bay et al., 2008; Rublee et al., 2011), RANSAC is used to eliminate the mismatched points (Fischler and Bolles, 1981; Chum and Matas, 2005), and finally the PinP algorithm is used to calculate the 6-DOF camera pose (Hesch and Roumeliotis, 2011). There are many classical algorithms in the field of geometry-based visual localization. ORB-SLAM is a monocular SLAM system proposed by Raull et al., in 2015 (Mur-Artal et al., 2017). Based on the PTAM architecture, it adds the functions of map initialization and closed-loop detection, and optimizes the method of key frame selection and map construction. It achieves good results in terms of processing speed, tracking and map accuracy. On the basis of ORB-SLAM, Raull et al. proposed the ORB-SLAM2 algorithm in 2017, which is a complete set of SLAM solutions based on monocular, binocular and RGB-D cameras (Mur-Artal et al., 2017). It can realize the functions of map reuse, loop detection and relocation, and is one of the most excellent geometric-based visual localization algorithms. The ORB-SLAM3 (Campos et al., 2021) algorithm is a new SLAM framework proposed by Carlos et al. in 2021. Compared with the monocular version of ORB-SLAM and the stereo version of ORB-SLAM2, ORB-SLAM3 adds an IMU fusion algorithm. It is the first system capable of visual, visual-inertial and multi-map SLAM with monocular, binocular and RGB-D cameras, pinhole and fisheye lens models. Under ideal conditions, the geometry-based visual localization method can accurately estimate the camera pose with high localization accuracy. However, in real-world scenarios, limited by correct and sufficient feature point matching, its localization robustness is poor. Inaccurate camera calibration, inaccurate system modeling, and complex environments (such as dynamic targets, missing textures, and complex lighting) will lead to poor localization accuracy or even impossible localization.

In recent years, deep learning-based visual localization methods have attracted widespread interest. Different from traditional methods that rely on geometric models and mapping relationships to achieve localization tasks, the deep learning-based method proposes a data-driven solution that uses the learning model to construct a mapping function and then regress the camera pose (Chen et al., 2020). Deep learning methods can automatically discover task-relevant features using highly expressive neural networks, which also makes them better suited to various environments that may exist. Deep learning-based visual localization methods can be divided into two categories. The first is to use deep learning to regress the 6DOF camera pose in an end-to-end manner. PoseNet is the first attempt to perform end-to-end global pose regression using convolutional neural networks, it trains neural networks from a single frame of RGB images to regress a 6-DOF camera pose (Kendall et al., 2015). (Walch et al., 2017) proposes a novel CNN+LSTM architecture for camera pose regression for indoor and outdoor scenes. Among them, CNN is used to learn a suitable and robust localization feature representation, and LSTM plays the role of structured dimensionality reduction on the feature vector to improve the localization performance. (Radwan et al., 2018) adopts a multi-task learning approach to exploit the relationship between learned semantics, regression errors and the 6-DOF global pose and odometry. (Debaditya et al., 2019) proposes to fine-tune a deep convolutional neural network (DCNN) using synthetic images obtained from a 3D indoor model to regress camera pose. The second category is to use deep learning methods to replace one or more modules in the traditional geometry-based visual localization. On the basis of retaining the traditional geometrical visual localization framework, the introduction of neural networks can further improve its localization performance. (Li et al., 2020) proposes a complete deep learning-based SLAM system that is robust to changes in environment and perspective. It uses HI-Net to extract keypoints, local descriptors and global descriptors of each image, and proposes a global descriptor-based relocalization method. (Tang et al., 2019) proposes to use the GCNv2-dk learning network to generate keypoints and descriptors, using binary descriptor vectors with the same descriptor format as ORB functions, so that it can be used as an alternative in SLAM systems. Visual localization algorithm based on deep learning provides a new possibility for traditional visual localization. Based on its data-driven and high generalization characteristics, it is more robust to complex environments that may exist in real life, and can better adapt to various unstructured environments. However, the accuracy of the method is lower than that of the geometry-based visual localization algorithm, which is also one of the important directions for the subsequent improvement.

Based on this, this paper intends to solve the problem that the current UUV still lacks the ability of intelligent visual real-time perception and active positioning by researching key technologies such as UUV's navigation positioning and visual perception. Specifically, this paper compares the classical real-time visual localization algorithms. By simulating various complex visual problems that may exist underwater, experimentally analyze the accuracy, robustness and time performance of different algorithms, so as to provide technical and theoretical reference for the realization of underwater real-time positioning of UUV.
3. METHODOLOGY

At present, most of the geometric-based visual localization algorithms and deep learning-based visual localization algorithms are based on the ground structured environment, and there are few studies on the underwater environment. Based on this, this paper selects the classical geometry-based visual localization algorithm and the deep learning-based visual localization algorithm for research experiments, and compares their localization performance in different underwater environments. Specifically, the geometry-based visual localization algorithm selects the classic ORB-SLAM2 algorithm, and selects DXSLAM to represent the deep learning-based visual localization algorithm. In addition, since this experiment does not set up control points underwater, this paper compares the camera trajectory of the aerial triangulation process as the true value of the trajectory with the visual localization algorithm.

3.1 ORB-SLAM2

ORB-SLAM2 is a complete set of SLAM schemes based on monocular, binocular and RGB-D cameras proposed by Mur-Artal et al. in 2017. It basically continues the algorithm framework of PTAM and can realize the functions of map reuse, loop closure detection and relocation. It has been widely used due to its advantages such as perfection and good generalization.

ORB-SLAM2 innovatively uses three threads to implement SLAM, the tracking thread for real-time tracking of feature points, the local mapping thread for local Bundle Adjustment and the loopback detection thread for global pose graph. Among them, the tracking thread mainly extracts ORB feature points for each image, and compares them with the nearest keyframe, calculates the position of the feature points and roughly estimates the camera pose. Or initialize the pose by global relocalization, and then track the reconstructed local map to optimize the pose. The local mapping thread mainly completes the local map construction. This includes inserting keyframes, validating and filtering recently generated map points, and then generating new map points. It uses Bundle Adjustment to solve more accurate camera poses and spatial positions of feature points. The process of visual odometry is completed by the tracking thread and the local mapping thread. The loopback detection thread performs loopback detection on the global map and keyframes to eliminate accumulated errors. Since there are too many map points in the global map, the optimization of this thread does not include map points, but only pose graphs composed of camera poses. The unique three-thread structure of the ORB-SLAM series has achieved good tracking and mapping effects, and can ensure the global consistency of the trajectory and the map, so it has been widely researched and applied.

The main innovations of ORB-SLAM2 are: (1) It is the first open-source SLAM system based on monocular, binocular, and RGB-D cameras, including loop detection, relocation, and map reuse functions; (2) ORB-SLAM2 is based on BA optimization, which achieves higher accuracy than cutting-edge methods based on closest point iteration (ICP), optical and depth error minimization; (3) By using both far and near binocular points and monocular observations, the accuracy is higher than that of directly using the binocular SLAM method; (4) A lightweight relocation mode is proposed, which can achieve effective map reuse in areas that cannot be mapped.

3.2 DXSLAM

DXSLAM is a complete deep learning-based SLAM system proposed by Li et al., which is robust to changes in environment and perspective. It uses image global features for relocalization and uses a new loop closure detection system. Also, DXSLAM is not GPU dependent and can run on CPU.

The overall framework of DXSLAM is similar to ORB-SLAM2, and the difference is mainly in the feature point extraction part. It uses HF-Net to extract features from each image frame. The image is first passed through a shared encoder and then through three parallel decoders, which predict keypoint detection scores, dense local descriptors, and global descriptors, respectively. Local features are mainly used for positioning and mapping processes, and global features are mainly used to build an efficient relocation module for fast relocation when system initialization or tracking fails. This method uses a trained bag-of-words model for local feature matching. Further, in order to reduce the system initialization time, FBoW is used to replace the traditional BoW, which greatly improves the system efficiency. Furthermore, since the BoW matching method aggregates local features through the distribution of local features, ignoring their spatial relationships, false matching may occur. Therefore, DXSLAM establishes a highly reliable loop closure detection method based on local features, global features and bag of words.

The main innovations of DXSLAM are: (1) Using HF-Net to extract feature points, the SLAM system has better robustness in the case of changes in the environment and perspective; (2) The introduction of global features makes the system relocation more robust. In addition, FBoW has a higher success rate and a smaller amount of computation than traditional BoW; (3) A loop closure detection method based on global and local features is proposed; (4) It is the first SLAM system based on the deep learning feature point method and can run without GPU.

4. EXPERIMENTS

4.1 Experimental Data and Computing Environment

In order to compare the underwater positioning performance of the two algorithms, this paper conducts experiments on the two algorithms in typical underwater scenes. In the experiment, the processor used is Intel(R) Core (TM) i7-8750H, the memory is 8GB, and the GPU used is GeForce GTX 1060. The dataset includes a variety of typical underwater environmental characteristics, such as low brightness (as shown in figure 1a), dynamic fish interference (as shown in figure 1b), underwater light spots (as shown in figure 1c), and high turbidity (as shown in figure 1d), so as to realize the simulation of real complex underwater environment.
4.2 Experimental Results and Analysis

Table 1 shows the average accuracy results obtained by localizing different underwater datasets with the two methods. For low brightness datasets, the average accuracy of ORB-SLAM2 and DXSLAM are 0.52m and 1.01m, respectively, and the accuracy of ORB-SLAM2 is significantly higher than that of DXSLAM; For the dynamic fish interference dataset, the accuracy of the two is 1.15m and 1.00m, and the DXSLAM positioning accuracy is higher; For the underwater light spots dataset, the accuracy of the two is 0.31m and 0.23m respectively, both of which have obtained higher accuracy but the DXSLAM positioning effect is better; For the high turbidity dataset, the localization accuracy of ORB-SLAM2 is 0.46m, and the localization accuracy of DXSLAM is 0.71m, ORB-SLAM2 achieves better localization results.

<table>
<thead>
<tr>
<th>Dataset Type</th>
<th>ORB-SLAM2 (m)</th>
<th>DXSLAM (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low brightness (a)</td>
<td>0.52</td>
<td>1.01</td>
</tr>
<tr>
<td>Dynamic fish interference (b)</td>
<td>1.15</td>
<td>1.00</td>
</tr>
<tr>
<td>Underwater light spots (c)</td>
<td>0.31</td>
<td>0.23</td>
</tr>
<tr>
<td>High turbidity (d)</td>
<td>0.46</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 1. Average precision comparison table (m)

Figure 2 is a comparison diagram of the trajectories calculated by different methods on four sets of data and the real trajectories, in which the black dotted line represents the real trajectory; the blue line represents the trajectory calculated by DXSLAM, and the green line represents the camera trajectory calculated by ORB-SLAM2. On the whole, there are different degrees of trajectory drift in the four sets of data, which may be related to the complexity of the underwater environment. Specifically, for low brightness datasets, the trajectory of ORB-SLAM2 is closer to the groundtruth with less drift at the start and end points. It is worth noting that at the abscissa 40m-45m, the trajectory solved by DXSLAM is jagged, and there is an obvious problem of sudden movement. For the dynamic fish interference dataset, both trajectories have a large drift compared with the real trajectories, especially in the range of 20m to 10m on the abscissa, which may be related to the fact that there are more fish in this part of the video and the movement speed is faster. For the underwater light spot dataset, the error of the two is relatively small, which indicates that the light spot has little influence on the visual positioning, and the DXSLAM trajectory is relatively closer to the real trajectory. Especially at the end point ORB-SLAM2 drifts more and DXSLAM is closer to the true trajectory. For high turbidity datasets, ORB-SLAM2 has better localization results and is closer to the ground truth.

Figure 3a is the feature extraction result of ORB-SLAM2 while figure 3b is the feature point extraction result of DXSLAM, and the red star represents the image feature points extracted by the two algorithms. The interference of dynamic fish brings challenges to traditional geometry-based feature point extraction methods. The specific performance is that in some scenes, the feature points extracted by ORB-SLAM2 are clustered and distributed in the middle of the image, which is also the area where the fish moves, and there are almost no feature points around the image. The feature points extracted by DXSLAM are more evenly distributed, which is more in line with the requirements of high-precision and robust positioning.

Overall, ORB-SLAM2 has higher localization accuracy for low brightness and high turbidity datasets, while DXSLAM localization performs better for dynamic fish interference and underwater light spots datasets. This is because for structured environments such as low brightness and high turbidity, the feature points extracted by ORB-SLAM2 are better, providing better initial conditions for a series of threads including feature matching and pose calculation, and then higher positioning accuracy is achieved. For unstructured environments such as dynamic fish interference and underwater light spots, the randomness and uncertainty of motion and light spots in the environment will lead to large errors in the extraction and matching of feature points. This also shows that the feature extraction method based on deep learning is more robust to complex unstructured environments.

This paper presents the feature extraction results for the dynamic fish interference dataset, as shown in Figure 3. Figure 3a is the feature extraction result of ORB-SLAM2 while figure 3b is the feature point extraction result of DXSLAM, and the red star represents the image feature points extracted by the two algorithms. The interference of dynamic fish brings challenges to traditional geometry-based feature point extraction methods. The specific performance is that in some scenes, the feature points extracted by ORB-SLAM2 are clustered and distributed in the middle of the image, which is also the area where the fish moves, and there are almost no feature points around the image. The feature points extracted by DXSLAM are more evenly distributed, which is more in line with the requirements of high-precision and robust positioning.
This paper mainly studies the underwater UUV real-time positioning based on vision, and then realizes the underwater autonomous navigation of UUV. Specifically, this paper compares the key performances such as localization accuracy and robustness of the classical geometry-based visual localization method ORB-SLAM2 and the deep learning-based visual localization method DXSLAM in typical underwater environments. The experimental results show that the positioning accuracy of ORB-SLAM2 is higher for the structured environment, but for some unstructured environments such as dynamic fish interference, the robustness of the feature points extracted by ORB-SLAM2 is poor, which affects the positioning accuracy and causes larger errors. For DXSLAM, its localization accuracy is lower than ORB-SLAM2 in structured environments, but it shows stronger robustness in complex scenes. In addition, the experimental results show that the two positioning methods have different degrees of trajectory drift, which also confirms the necessity of focusing on the complexity of underwater environment, such as image preprocessing, so as to realize high-precision real-time UUV positioning and environment perception.

5. CONCLUSIONS
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