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ABSTRACT:

Detecting urban human mobility patterns helps contributes to many urbanization issues, such as urban planning and traffic management. With the growing volume of crowd-sourced data, many studies have benefited from this data type to explore people’s daily movements and track their activities. There are several published review papers examining these studies on urban human mobility, with the focus on defining models and applications. However, the absence of a review of studies on urban human mobility that considered spatial, temporal, and semantic properties as well as crowd-sourced data together has limited the proliferation of semantic content in addressing mobility issues. In response, this paper provides a review on urban human mobility, including the data, models, and applications used in the selected articles. We defined particular inclusion and exclusion criteria to select the most relevant articles. We also included metadata analysis to overview the existing relevant literature. Finally, several research challenges and open issues are discussed.

1. INTRODUCTION

Urban human mobility pertains to people’s movement on a city-wide scale (Zhou et al., 2018). Understanding human mobility is crucial for several purposes and applications, such as urban planning (Yuan et al., 2012; Qi et al., 2011), transportation planning, and traffic forecasting (Goh et al., 2012; Huang et al., 2019). Most of the existing literature reviews focus on understanding urban human mobility with an emphasis on geospatial and spatiotemporal analyses (Abbasi et al., 2017; Rashidi et al., 2017) via social media and big data (Luo et al., 2016; Chaniotakis et al., 2017). However, the motivation behind the mobility patterns, reflected by the semantic information (Huang and Li, 2016), is overlooked. Some existing studies have studied textual context in social media data for human activity modeling. However, they still do not take a comprehensive look at the semantic content of mobility issues. Therefore, it is critical to integrate spatial-temporal data with semantic information by utilizing social media data more effectively and comprehensively (Liu et al., 2021).

We concentrated our review work on papers using crowd-sourced data to study human mobility. This type of data is usually collected by volunteer users and can be cost-effective (Niu and Silva, 2020).

There are several review papers on human mobility, with their primary focus on defining models and applications (Barbosa et al., 2018), data mining (Niu & Silva, 2020; Zhao et al., 2016), big data and smart cities (Wang et al., 2021), machine learning methods (Toch et al., 2019), deep learning methods (Luca et al., 2021), and mobility in COVID-19 (Benita, 2021). However, to the best of our knowledge, no review has been done exploring all three aspects, i.e., spatial, temporal, and semantic, simultaneously using crowd-sourced data. Our study includes the peer-reviewed papers indexed on the Web of Science and Scopus. The remainder of the article is organized as follows. Section 2 describes the paper selection procedure of this study as well as inclusion and exclusion criteria. The third section presents the meta-analysis of the reviewed articles to provide an overall perspective of the literature on the studied theme. The data and models used in the reviewed studies are further explored in Sections 4 and 5 accordingly, followed by a brief discussion on some applications in Section 6 and some concluding remarks in the final section.

2. PAPER SELECTION

This study aims to locate relevant literature based on particular inclusion and exclusion criteria. Figure 1 shows the PRISMA process of the article selection. After this process, 28 papers were selected following our search through the two databases, Web of Science and Scopus. We created a search query, which is a list of critical concepts encompassing urban human mobility, spatial-temporal-semantic properties, and crowd-sourced data. These concepts were combined with Boolean operators to execute a search in the defined databases (see Table 1).

---
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The following studies were included:
1. Papers that use crowd-sourced data as the only data source or as the primary dataset together with other types of data
2. All three aspects of mobility data, including semantic, spatial, and temporal, are included and studied simultaneously
3. The scale of the included studies is intra-urban
4. Studies that deal with human movement and activities
5. Journal or conference papers that are peer-reviewed

2.2 Exclusion criteria:

The following studies were excluded:
1. If the primary dataset is not crowd-sourced, such as a research work conducted by using call detail record (CDR), or census data, that is not produced by the crowd.
2. If a study fails to consider spatial, temporal, and semantic properties together. In other words, only spatial-temporal or spatial or temporal aspects of human mobility are explored or just textual data regarding mobility issues are extracted.
3. If the mobility study scale is not urban, such as migrant mobility among cities, countries, or continents.

We evaluated the applied data and methods in the selected papers and reviewed their proposed applications and existing challenges.

3. META-ANALYSIS

Although several related articles were published in previous years, a considerable interest in studying urban human mobility with a focus on space-time and semantic properties and by applying crowd-sourced data started in 2015 (see Figure 2).

Figure 2. The number of included papers by year.

In terms of scientific disciplines, we analyzed the journals that have published the selected studies and classified them based on the journal category (see Figure 3). Most selected papers are published in computer science, geography, urban studies, and engineering journals.

Figure 3. Treemap visualization of journal categories for papers.

In terms of the study area, the sample datasets used in half of the reviewed papers are from the USA and China, followed by Canada as the third dominant study area among selected papers (see Figure 4).

Figure 4. The number of papers by country.

Exploring the selected papers, it is inferable that the data availability significantly affects the selection of the study areas. For example, a study (Sari Aslam et al., 2021) selected London, one of the world’s comprehensive public transport networks, as
its study area. So, they used the smart card data provided by Transport for London (TfL) in developing their mobility model. Further, socio-economic profiles can also impact the study area selection in research. In other words, how easily users have access to the technology and can generate their data and make it available to others can influence the choice of the study area.

4. DATA

All the articles selected in this study have used crowd-sourced data as their primary data source. For example, Twitter in (Huang et al., 2016) and (Soliman et al., 2015), Foursquare in (Han and Yamana, 2016), Tencent in (Cai et al., 2019), and Sina Weibo in (Liu et al., 2021) are sample social media platforms used in the selected studies. These social media platforms provide data sets and metadata, such as spatial, temporal, and semantic information. These features contribute to understanding human mobility patterns and next location prediction. Points of Interest (POI), another popular data source, is characterized by location, contextual information and place or activity-categorization (Rossi et al., 2020), such as public areas, transportation, and recreation centers.

Twitter, Foursquare, and POIs were among frequently used datasets in the studied papers (see Figure 5). Jin & Claramunt (2018) and Cao et al. (2019) used GPS trajectory and POI data for studying human movement. The GPS data source for the former work was collected by the Geolife project, while the experimental dataset for the latter study was actual taxi trajectory data.

In another study, (Rossi et al., 2020) used GPS trace of the taxi trajectories. They provided semantic representation of the trajectory data from Foursquare.

Social media data like Twitter and Weibo have word limits and might not be adequate for semantic data analysis. Thus, social media data and data from taxicabs need to be enriched semantically (Toch et al., 2019) to provide comprehensive data for studying mobility patterns.

In terms of mobility data integration as a whole, there are some challenges. Since the spatial, temporal, and semantic properties of mobility data belong to different domains, their representation will be distinct.

Data Sparsity is another issue for fine-grained mobility patterns analysis. Some studies have presented new methods to tackle this data problem. For example, Shi et al. (2021) presented a von Mises-Fisher mixture clustering to alleviate pattern detection for groups with similar mobility patterns.

5. MODELING

The reviewed papers applied various models for identifying and predicting human mobility patterns at the city scale. The used methods include rule-based, statistical, and machine learning models. Rule-based models are the most traditionally employed method; however, statistical or machine learning models are frequently used in recent studies (Ermagun et al., 2017). The frequency of applied techniques in the reviewed papers also demonstrates the prevalence of machine learning (ML) models (see Figure 6 and). Statistical approaches use logistic models to classify the mobility types or trip purposes, while rule-based models use a set of formulas to detect the mobility patterns (Toch et al., 2019).

In the current literature review, topic modeling is one of the frequently used models by the selected papers. Topic modeling algorithms extract latent semantics in documents and create topics for classified themes (Kherwa and Bansal, 2020).

In a study done by (Wang et al., 2017), a hierarchical topic model was used to spot the trip purposes and simultaneously define the arrival events in a place.

Another study (Huang and Li, 2016) used topic modeling- LDA to develop a new model. This model quantitatively extracted human activity patterns based on specific spatiotemporal and semantic characteristics. According to their result, there might be different motivations behind similar mobility patterns. Latent Dirichlet Allocation (LDA) as one of the popular topic models does not consider the inner spatial correlations.
The neural network approach can be a good alternative when traditional methods such as the probabilistic model often struggle to extract complex sequential mobility patterns (Luca et al., 2021).

A study by (Rossi et al., 2020) demonstrated a significant improvement in the prediction accuracy of the next taxi drop-off location through the recurrent neural network approach.

Studied papers have employed multiple methods in exploring mobility issues, including machine learning and non-machine learning methods. For example, (Liu et al., 2021) integrated natural language processing, statistical and spatial analysis into a framework to study user mobility. They applied the Bidirectional Encoder Representations from Transformers (BERT) model (released by Google in 2018) to identify the semantic properties of human activity. BERT is a language encoder that changes the input text into corresponding semantic features (Devlin et al., 2019). The result showed more than 90% accuracy in daily activity pattern recognition.

**Figure 7.** Frequency of used ML models in the reviewed studies.

Another paper (Wang et al., 2017) developed a joint model that integrates the Mixture of Hawkes Process (MHP) with a hierarchical topic model to capture the arrival sequences with mixed trip purposes.

Steiger et al. (2016) applied the Topic model (e.g., LDA) and Geo-H-SOM algorithm for detecting semantic similarity of tweets and spatiotemporal clusters of urban activity. Their work showed that the LDA method produced significantly better results than arbitrary keyword filtering models or word frequency-based techniques.

Some papers compared different classification methods; for example, (Zhu, 2021) employed a big training data set to evaluate the Random Forest (RF) model and the linear chain Conditional random fields (CRFs) model for activity classification. The results showed that the CRFs models have better sensitivity rates than RF models for most activity types due to the inclusion of Markovian transitions among activities.

In studying human mobility patterns, multi-view models perform better than single-view models. Multi-view human mobility models can integrate various single views and explore the mobility patterns comprehensively (Zhao et al., 2016).

(Shi et al., 2021) used multimodal embedding to work with high-dimensional datasets. The hidden Markov model was developed to learn latent states. They proposed a von Mises-Fisher mixture clustering for classifying users with similar mobility patterns to address mobility data sparsity issues. The used embedding methods improved the prediction accuracy and increased the training speed.

Considering the high-dimensional features of mobility data, another review paper (Niu and Silva, 2020) offered deep learning models rather than conventional topic modeling.

### 6. APPLICATIONS

The reviewed papers have presented many urban applications for human mobility studies. Reviewing the applications, we found that most human mobility analyses included predicting the crowd dynamics and detecting mobility patterns in urban studies as well as traffic control and modeling trip purposes.

Next location prediction is a well-studied application of human mobility. The prediction result can affect traffic congestion and optimize the performance of the electronic dispatching systems. Abideen et al. (2021) developed a model to predict taxi driver behavior. Urban planners apply similar models to plan traffic in the city and improve taxi company services because it can reduce the waiting time for the passengers and the driver.

Understanding urban human mobility is crucial for transportation, urban planning, and policymaking. Huang et al. (2019) used geotagged tweets to explore the effect of human activities on daily traffic. They applied DBSCAN-based clustering for spatiotemporal analysis and used LDA (Latent Dirichlet allocation) to infer the semantics in each cluster.

### 7. CONCLUSIONS

We surveyed existing studies on urban human mobility regarding data, mobility models, and applications. In this study, existing papers that apply crowd-sourced data to study the spatial, temporal, and semantic aspects of human mobility on an urban scale were systematically analyzed through a meta-analysis. Based on the inclusion and exclusion criteria, 28 papers were selected for detailed review.

Our overview of the human mobility studies identifies some of the challenges and corresponding future directions described in the following.

Twitter data cannot produce an accurate, unbiased representation of human activities as a dominant crowd-sourced data. Data fusion is needed to integrate various data sources, such as point-of-interest data and other georeferenced documents (Fu et al., 2018). Further, to solve the heterogeneity problem of the land use, POI data enriches the semantic data, including visual and textual information about the check-ins.

In terms of geographic transferability, it is necessary to investigate whether the applied methods can provide a similar degree of accuracy when used in other study areas and cities. Machine learning and deep learning methods, for example, are highly dependent on the training dataset, and results based on the training dataset might not be transferrable to another location and cannot always be generalized or will not lead to reliable and robust conclusions.

Compared to the overall population, social media users have problems regarding representation and sampling (Huang and Li, 2019). However, datasets can be enriched by integrating multiple...
data types and data sources to increase the overall reliability of the analysis results.

Conventional methods cannot effectively capture all the factors for human mobility modeling, including the relations between users, time, space, and semantic properties (Shi et al., 2021). Deep learning (DL) techniques can have better performance, but the Black-Box nature of DL models leads to poor interpretability and explainability. This issue with the DL models may be tackled by knowledge-infused learning, such as a knowledge graph (Gaur et al., 2021).

Considering heterogeneity in data, specific models such as the graph embedding method (Shi et al., 2021) can include semantics in the model and improve the task accuracy. Also, in-depth mining of social text data efficiently identifies text information types and hidden content. Applying natural language processing models such as the BERT model produces highly reliable text multiclassification and semantic data analysis results.

Regarding the massive and high dimensional crowd-sourced data and diversity in the methods and applications in urban human mobility, there is still a large room to improve the field, especially involving crowd-sourced data and semantic information.
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