A MATCH MOVING METHOD COMBINING AI AND SFM ALGORITHMS IN HISTORICAL FILM FOOTAGE
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ABSTRACT:

Searching for suitable material for photogrammetry is a key part in the documentation of Cultural Heritage. Photogrammetry can be used to produce a metrically certified 3D model. Material contained in historical film footage archives is especially useful for documentation when the heritage has been lost. In this research an innovative match-moving method is proposed that aims to exploit Artificial Intelligence and SFM algorithms to identify the frames extracted from a film footage in which the lost monument appears and that are suitable to be processed with photogrammetry for its 3D reconstruction. First of all the identification and tracking of the heritage in the videos was performed training an object detection Neural Network. Then the frames detected were automatically extracted with the coordinates of the bounding boxes that contain the monument. The camera motions were identified by selecting only the shots taken from multiple points of view of the same scene and analysing the evolution of the bounding boxes position over time. A further check of the material was necessary to select only sequences and to eliminate single frames and images from different historic periods. After this process, only the correct frames were automatically selected and processed with photogrammetry and the heritage was virtually reconstructed. This method represents a powerful tool in the field of Cultural Heritage because it makes the selection of suitable material for photogrammetry automatic. Moreover it offers important insights that could be extended to other sectors.

1. INTRODUCTION

The rapid development and diffusion of ways to shoot videos used in a wide variety of applications, both professional and amateur, is being increasingly documented. Consequently there is now a large quantity of data available and this has led to an increased interest in using this material, especially in the field of Cultural Heritage. Photogrammetry plays a key role in this context since it represents a powerful and stable technique to document Heritage and to extract metric information.

The objective of this work is to apply a new match-moving method to document lost monuments by exploiting the metric potential of historical archive material. Match-moving is a technique used to track the movements of a camera in a 3D space using the images that it acquires while moving. This method is widely used in computer vision, the film making industry and video editing because it allows the real scene to be matched with virtual creations such as visual effects. Structure from Motion (SfM) is the main part of this process which allows the extraction of the 3D information from the scene.

In this paper historical films were chosen to experiment the method because in many cases they are the only remaining traces of Cultural Heritage that have been lost or changed over time. By using photogrammetry with historical film footage, it is possible to process the data and reconstruct the heritage virtually. However, its realisation is technically demanding as it is difficult to find historical data which is suitable for processing. After identifying the monument on film, to be documented, it is necessary to understand whether the selected images are suitable for photogrammetric processing in order to virtually reconstruct the building. The duration of the film and the way in which the video was shot are determining. Generally it is very rare to find historical footage with long tracks and camera movements filmed from different angles on the same building. Both of these are necessary to create normal or converging views, which are required for photogrammetry.

This study seeks to select suitable data within a large quantity of unorganized and low-quality material, which will be used both for the search of a historical monument and its photogrammetric reconstruction. To do that a match-moving workflow is proposed with the specific aim of identifying the frames extracted from the film footage in which the lost monument appears, and that are suitable for processing with photogrammetry for 3D reconstruction.

The remaining part of the paper proceeds as follows: the first part begins by giving an overview of the recent match-moving algorithms and their applications; it will then go on to illustrate the proposed workflow highlighting the innovation and the differences with the previous existing methods. The third part presents the case studies on which the algorithm was implemented and the fourth part is concerned with the discussion of the results. Conclusions and future perspectives of the method experimented here will be provided in the final section.

2. EXISTING MATCH MOVING METHODS

As introduced, the technology behind camera tracking is based on the SfM procedure since the determination of the position of the camera and the field of view is done by analyzing the film
shot and extrapolating 3D data from the original 2D imagery (Condell and Moore, 2006; Zhang et al., 2009; Ingwer et al., 2015).

According to previous studies (Lee et al., 2006), camera match-moving approaches can be classified into two categories: feature-based and model-based approaches. The first one uses appropriate feature points, i.e. a method based on a 3D plane tracking technique, which allows the estimation of the homographies induced by a 3D plane between successive image pairs (Lourakis and Argyros, 2005); a practical realtime camera tracking system which involves an offline process for space abstraction using features and an online step for feature matching (Dong et al., 2009); and a non-consecutive feature tracking framework to match interrupted tracks distributed in different subsequences or even in different videos (Zhang et al., 2016). The second one uses a known geometric object in the given environment, i.e. the development of a real-time marker-based camera tracking method working in unknown environments using a known marker for the fast detection and tracking of feature points (Lee et al., 2006). Other technique uses depth information to evaluate the camera pose and trajectory (Luo et al., 2016).

Different tools and software exist to recreate the path of the camera and they vary in price, usage, functionality and user interface. Among the commercial software, the most used are Boujou (Vicon Motion Systems Ltd UK) that works through a frame by frame comparison to track the camera; and SynthEyes (Andersson Technologies LLC) that can determine how the real camera moved during the shoot, what the camera's field of view (focal length) was, and where various locations were in 3-D space. An example of open source software is ACTS (Zhang et al., 2009), an automatic camera tracking system which supports to track camera motion but limited only on two types, pure rotation and free-moving. Another restriction is that it works only with long sequences. Some research has been carried out on match-moving for analysis of buildings (Dağlar et al., 2011) and for the use of video sequences as a source of metric data from the filmed architectures (Mancini et al., 2013). However, a precise pipeline to virtually reconstruct lost Cultural Heritage has not yet been established in the architectural field.

Two important themes emerge from the studies discussed so far. Most of them are dated and there is a lack of experimentation of the more efficient techniques of Artificial Intelligence, which are very useful for such tasks. Moreover, no open source software exists, with the exception of one case that presents some limitations especially concerning the inability to handle short tracks and tilting and trucking camera motion types, both of which are very common in historical film footage.

3. INNOVATION OF THE PROPOSED WORKFLOW

This paper proposes an innovative and open source match-moving method which combines Artificial Intelligence (AI), in particular Deep Learning (DL), with the Structure-from-Motion (SfM) open source algorithms on historical film footage to document lost Cultural Heritage.

3.1 Standard method VS proposed method

In Section 2 previous studies on existing methodologies regarding camera motion estimation were discussed and the most important open issues were highlighted. However, overall the match-moving process is similar in every software and consists in the following steps, as shown in Figure 1: feature identification and tracking, camera tracking and 3D modelling (Haji et al., 2016; Dağlar et al., 2011).

• Feature tracking consists in finding the position of points of interest in the footage calculating their motion vectors frame by frame.
• Camera tracking finds the motion of the camera in 3D space extracting with SfM its characteristics (orientation, position and focal length).
• 3D modelling is performed with the use of SfM to reconstruct a 3D scene.

The standard match-moving process was strongly modified by the authors in order to boost it for a more efficient use in Heritage. Indeed, the objective to reach is different from the original match-moving process which aims to correctly insert an object in a video. In this research the purpose is extracting images from historical videos in a way which is suitable for the photogrammetric procedure. To do that, it is necessary to know how the camera moved to shoot the video because this dramatically influences the results of the photogrammetric reconstruction. With this aim, the innovations introduced in the proposed workflow are: (i) the use of Artificial Intelligence object detection algorithms as feature tracking method that, as it emerged from the state of the art study, is a development respect on previous studies; (ii) the algorithm of camera tracking that represents the originality of this paper (highlighted in red in Figure 1) and it will be explained in much detail in section 3.3; (iii) the open source SfM algorithms and the metric quality evaluation that certifies the quality of the 3D reconstruction.

![Figure 1. Workflow of the standard match-moving method compared with the method proposed in this paper.](https://doi.org/10.5194/isprs-archives-XLIII-B2-2020-813-2020)

3.2 Object detection with Neural Networks

The first step of the workflow was to identify and track features from the video. This was performed using an object detection Neural Network trained to automatically recognise the monument in the film footage. In object detection the searched object is detected segmenting a region of interest, is classified putting a bounding box around it and assigning a label with the name of the corresponding class. To track the object in the video sequence, the evolution of the position of the bounding boxes over time is analysed in order to precisely locate the object.

Object detection is a good solution in applications like monument recognition in film footage because it allows the tracking of the object also when the image is noisy, the camera is not stable and the object is with a complex structure (Parék et al., 2014).

The choice of the Neural Network, the training and the validation phases were widely explained in a previous paper of the authors (Condorelli et al., 2019) in which a workflow capable of automatically detecting architectural heritage in film footage was detailed. This workflow allows to extract the frames containing the architecture but they were subsequently filtered to be processed with photogrammetry in a manual way. In the next section it will be explained how this step was automatized.
3.3 Camera motions identification for photogrammetry

In the second stage of the workflow, the frames suitable to be processed with photogrammetry are selected from all the frames detected by the Neural Network. The selection is performed according to the camera motions within the scene of the video. Only the shots taken from multiple points of view of the same scene are suitable for the photogrammetric process and the tilting and trucking camera motions have demonstrated to be more effective to perform this kind of frame selection (Condorelli and Rinaudo, 2019).

The algorithm to determine the camera motion starting from the results of the Neural Network object detection is sketched in Figure 2 and detailed below:

1. **Predict**: the object detection algorithm ends with the predict step that outputs the list of frames where the searched monument appears. Each frame is uniquely identified by the video name and the time appearance within the video. The object detection also returns the coordinates of the position of the bounding boxes in the frame and the probability score of the presence of the monument in the video. Considering a predefined probability threshold, positive frames but with a lower score than the threshold are removed from the list of predicted items.

2. **Image extraction**: from the results of the previous step, the frames are extracted from the video and saved as separate images. It is worth noting that the photogrammetric procedure may start from this set of images, but high failure rates are expected when using images extracted from different videos (with different features and qualities), scenes and camera motions at the same time. This usually requires manual intervention and decisions to achieve a final successful photogrammetric reconstruction. In order to automate a successful procedure, a further elaboration of extracted frames is proposed.

3. **Frame clustering**: the extracted frames are grouped in two different splitting criteria, both aim to detect a change of the scene in the video. In particular, a new frame cluster is created if at least one of the following criteria is met:
   a. The first one is time-based: frames which are consecutive in the time-line belong to the same group.
   b. The second one relies on a structural similarity comparison (Wang et al., 2004; Avanaki 2009). Looping over the selected frames, a similarity score between 0 and 1 is evaluated for each frame compared to the previous one. If the score is less than a predefined threshold $T_s$, a new group is created for the analyzed frame.

4. **Cluster cleaning**: since the intention is to perform photogrammetry on each cluster of frames, clusters with only one image are marked as invalid. The use of frames belonging to the same cluster of intervals brings a higher success rate of the photogrammetric process. In fact, putting together single frames taken from different time intervals or from different videos can certainly help to recover more information about the lost heritage but at the same time there is a higher risk that the photogrammetric process fails because they are dated in different historical time periods.

5. **Bounding boxes centroid calculation**: for each frame in a valid cluster, the centroid $[xc,yc]$ of the bounding box is computed in order to analyse the position change of the object.

6. **Centroid residuals calculation**: for each frame cluster, the cumulative residuals between the frame centroids are evaluated using the first and last frame centroids of the cluster:

$$Dx = xc(last \ frame) - xc(first \ frame)$$
$$Dy = yc(last \ frame) - yc(first \ frame)$$

7. **Camera motion estimation**: These residuals are used to guess the camera motion. Clearly, the detection of centroid movements is not sufficient to accurately evaluate the camera motion. However, simple assumptions can lead to results which are satisfactory for the success of the entire proposed procedure. In particular, when $|Dx| > |Dy|$ the trucking camera motion is expected while camera tilting corresponds to the $|Dx| < |Dy|$ case. This simple assumption may lead to wrong results for common cases. If both Dx and Dy are very small, this could correspond to a fixed camera poorly anchored to the terrain (a tripod was not used for most historical film footage). On the other hand, if Dx and Dy are not small but close to each other, camera motion guessing is more questionable. For these reasons, the proposed algorithm uses can be summarized in the following Figure 3.
where $T_1$ and $T_2$ are two thresholds. In the end, the devised algorithm allows the user to distinguish among four camera motion categories, namely: “steady or oscillating camera”, “camera trucking”, “camera tilting” and “cannot determine camera motion”. This simple categorization is however useful in view of the final purpose of the algorithm that is to detect frame clusters useful for the photogrammetry.

As discussed above, some of the steps described lead to automatic data filtering. Being an automatic procedure means that the filtering can lead to the elimination of potentially useful data for the final process. Decreasing the introduced thresholds limits the loss of data, but puts at risk the success of the automatic procedure, at least in some cases. Depending on the context of use, it is necessary to evaluate the choices to make. Overall, the choice to go towards an automatic procedure leads to a dramatic improvement in the efficiency of the process both in terms of time and in terms of simplicity of execution. In these cases, a certain penalty in terms of the ability to exploit the single data should be acceptable.

3.4 3D modelling: SFM processing and metric quality assessment

The last step concerned the photogrammetric reconstruction of the Heritage with open source algorithms and the metric quality assessment of the model.

As reference software for photogrammetric processing was chosen COLMAP (Schönberger et al., 2016), an opensource Structure-from-Motion and Multi-View Stereo (MVS) algorithm implementation, developed by ETH of Zurich, (COLMAP, Johannes L. Schoenberger, 2019). During the process specific feature points are manually selected in order to guarantee their presence in the final point cloud. This step will be very useful during the evaluation of the metric quality of the results. The detection and extraction of these feature points is performed importing in COLMAP a text file in which the image coordinates ($x$, $y$) expressed in pixel and the scale and orientation information are indicated (Condorelli et al., 2019). The results of the 3D reconstruction of the Heritage were compared with a benchmark specifically created to evaluate the metric quality of the model according to the type of camera motion used (Condorelli and Rinaudo, 2019). The assessment was completed with the scale of the model through the feature points selected during the photogrammetric process and the comparison with existing material from which extract metric information: a point cloud, if present or historical drawings, for example. In both cases the presence of specific feature points in both point cloud resulted from the process and the existing material is necessary for the metric comparison and scale.

4. RESULTS AND DISCUSSION

4.1 Case studies and materials

In order to test the workflow, two case-studies in Paris were chosen: the UNESCO Heritage Tour Saint Jacques and the pavilions of Les Halles of Baltard. These case studies represent two different situations of Heritage because the tower was transformed over time but still exists (Figure 4) and the pavilions were destroyed in 1971 (Figure 5). Thus, it is possible to compare the different results obtained from the implementation of the workflow to the two case studies. The methodology and the quality of the results were analysed, with particular focus on the camera tracking and the effect of the source of the images used for the evaluation of the metric quality phases.

After a deep consultation of historical archives in Paris (Lobster, Ina.fr, CNC, Forum des Images, Les Documents Cinematographique), numerous video documents were collected by the authors. In this historical film footage both the monuments were shot in different situations and with different techniques and motions of the camera. Therefore, they represent good case studies and were used to test the proposed match-moving method. In addition, historical photographs, drawings, images and design projects have been collected from archives, as well as a 3D model, from a recent photogrammetric survey of the existing tower carried out by Iconem in 2015. Together these materials were used in the last phase of metric evaluation of the results.

![Figure 4. Tour Saint Jacques in a historical photograph by Merville and in the actual state.](image)

![Figure 5. Les Halles of Baltard before and during demolitions in 1971.](image)

4.2 Results of object detection with Neural Networks

The object detection algorithm achieved the recognition of the correct frame containing the searched monument, both in the case of the tower and the pavilions. Despite the presence of both false positives and false negatives in the final results, the evaluation of the performance of the Neural Networks for the automatic detection of the monuments has been substantially successful in terms of saving time and efficiency for the end user over a manual search. A full explanation and discussion of quantitative performance evaluation is provided in Condorelli et al., 2019.

The processing of the videos was performed thanks to the use of the High-Performance Computing resources by CINECA that benefits greatly from the use of Graphical Processing Units (GPUs).

In Figure 6 and Figure 7 some of the results of the detection are shown.
The camera motion algorithm is applied to the results of Neural Network (NN) object detection, some extracted frames are False Positive NN results, i.e. they do not correspond to the searched object. Since NN False Positives may correspond to other objects, or also to completely wrong image detections, it is expected that the camera motion algorithm will work more smoothly when filtering out these bad cases. In any case, summarizing, the TOT accuracy summarizes both NN and camera motion estimation accuracies, while NNTP accuracy more strictly refers to the camera motion algorithm accuracy.

From Table 1 results, it turns out that considering \( T_1=T_2=0 \), the TOT accuracy is poor (below 30%) whereas the NNTP accuracy is optimal for two of the videos but very poor for the third one. Increasing the thresholds to \( T_1=T_2=10 \), the average accuracies are both greater or equal to 80%. Setting \( T_1=T_2=20 \), there is an accuracy degradation, especially for one of the videos. Concluding, the intermediate setup \( T_1=T_2=10 \) seems to be the best choice. All in all, it is clear that the number of analyzed cases is not enough to demonstrate the effectiveness of the algorithm and of the entire workflow in a general context. However, the discussed preliminary results are encouraging. Not only the overall accuracy values are satisfactory, but the most suitable videos for photogrammetry are correctly identified and this means that, at least for the considered videos, the described workflow allows the user to reach the final goal which is identifying videos for photogrammetric reconstruction.

### 4.3 Results of camera motions identification

In order to automatically select the frame sets to be used for photogrammetry, the algorithm for camera motion identification described in Section 3.3 was employed. The procedure was experimented on three different film footage, namely: “Tour Saint Jacques” from Ina.fr archive, “Études sur Paris” from the CNC-VOD archive and “La Destruction des Halles de Paris” from Les Documents Cinematographiques archive. As introduced, the algorithm requires a proper selection of some parameters. First of all, for the algorithm step 3 (frame clustering), the second splitting criterion requires to adopt a structural similarity threshold \( T_s \). From visual inspection of the extracted frames, it turned out that setting \( T_s=0.1 \) is an effective choice to detect a change of the scene in the great majority of the analysed cases. As for the residual thresholds \( T_1 \) and \( T_2 \), a selection is not straightforward and a tuning based on tentative results seems to be a viable strategy.

In Table 1, the accuracy results for three different choices of \((T_1,T_2)\), namely \((0,0)\), \((10,10)\), \((20,20)\) are shown. In order to evaluate the accuracy, for each frame cluster the identified camera motion is compared against the real camera motion considering the 4 output categories, i.e. “steady or oscillating camera”, “camera trucking”, “camera tilting” and “cannot determine camera motion”. The accuracy is evaluated as the ratio between the number of correctly identified frame cluster motions and the total number of analysed frame clusters. To allow a more detailed investigation of the results, the accuracy values are reported for each video separately. Moreover, for each video, two accuracy values are provided. The first one (TOT) is based on all the detected frame clusters while the second one (NNTP) only includes frame clusters which really represent the searched object. Indeed, since the camera motion algorithm is applied to the results of Neural Network (NN) object detection, some extracted frames are False Positive NN results, i.e. they do not correspond to the searched object. Since NN False Positives may correspond to other objects, or also to completely wrong image detections, it is expected that the camera motion algorithm will work more smoothly when filtering out these bad cases. In any case, summarizing, the TOT accuracy summarizes both NN and camera motion estimation accuracies, while NNTP accuracy more strictly refers to the camera motion algorithm accuracy.

From Table 1 results, it turns out that considering \( T_1=T_2=0 \), the TOT accuracy is poor (below 30%) whereas the NNTP accuracy is optimal for two of the videos but very poor for the third one. Increasing the thresholds to \( T_1=T_2=10 \), the average accuracies are both greater or equal to 80%. Setting \( T_1=T_2=20 \), there is an accuracy degradation, especially for one of the videos. Concluding, the intermediate setup \( T_1=T_2=10 \) seems to be the best choice. All in all, it is clear that the number of analyzed cases is not enough to demonstrate the effectiveness of the algorithm and of the entire workflow in a general context. However, the discussed preliminary results are encouraging. Not only the overall accuracy values are satisfactory, but the most suitable videos for photogrammetry are correctly identified and this means that, at least for the considered videos, the described workflow allows the user to reach the final goal which is identifying videos for photogrammetric reconstruction.

### 4.4 3D modelling: SfM processing and metric quality assessment

From the previous analysis concerning camera motion identification the frames correctly selected by the algorithm and suitable for photogrammetry appeared in two different films. One is “Études sur Paris”, dated 1928, that was shot with the tilting camera motion and contains sequences of the Tour Saint Jacques (Figure 8). The technical features of the film are: gauge 16 mm; focal length 25 mm; digital format resolution 480x360 pixels; black and white.

<table>
<thead>
<tr>
<th>Film</th>
<th>Nº cluster</th>
<th>Thresholds 0.0 0.0</th>
<th>Thresholds 10.0 10.0</th>
<th>Thresholds 20.0 20.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TOT [%]</td>
<td>NNTP [%]</td>
<td>TOT [%]</td>
</tr>
<tr>
<td>Tour Saint Jacques</td>
<td>57</td>
<td>13</td>
<td>12</td>
<td>72</td>
</tr>
<tr>
<td>Études sur Paris</td>
<td>112</td>
<td>26</td>
<td>100</td>
<td>72</td>
</tr>
<tr>
<td>La Destruction des Halles de Paris</td>
<td>11</td>
<td>50</td>
<td>100</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 1. Accuracy values expressed in percentage according to different clusters and thresholds.
The second film is “La Destruction des Halles de Paris”, dated 1971, and took Les Halles with trucking camera motion (Figure 9). The technical features of the film are: gauge 35 mm; focal length 35 mm; digital format resolution 492x360 pixels; black and white.

As explained in section 3, in order to certify the quality of the 3D models resulted from the photogrammetric process, a comparison with a benchmark previously created was performed. Firstly the Mean and the Standard Deviation of the values of residuals of the reprojection errors computed in all images, were calculated for both case studies and compared with the same values calculated for the benchmark.

For the tower case studies was considered a distance of 15 m and for the pavilion of 120 m and compared with the corresponding camera motions benchmark. Considering that the GSD for the tilting benchmark was 1.2 cm/px, the GSD for the tower is 1.43 cm/px; while for the trucking benchmark the GSD is 11.2 cm/px and the GSD for Les Halles of 23.6 cm/px. All the results are reported in Tables 2 and 3.

From Table 2 it is clear that comparing the two results, the differences between the values of the case of the tower and the benchmark are not significant. On the other hand, in Table 3 the values in pixels are almost the same for Les Halles, but after transformation into centimetres by the GSD calculation, the values are higher than the benchmark. These differences could result from the approximation of the focal length of the camera used for filming and influenced by the taking distance. Therefore, an error margin must be taken into account in this evaluation.

Secondly, the trend of all the values of residuals was analysed to check if the curve follows the Gaussian distribution like for the benchmark for both case studies. The results are shown in Figure 10 and Figure 11.

As the last step of the metric quality evaluation the scale and the analysis of the point clouds obtained from the photogrammetric process were performed in two different ways.

For the case of the tower the resulted sparse point cloud was compared with the existing dense point cloud calculating distances between the two models. The results showed that they are less than one pixel (Figure 12).
For the case of Les Halles specific feature points corresponding to points of interest in project drawing (Figure 13) were manually selected during the photogrammetric process. Thanks to the presence of these feature points in the final point cloud (Figure 14), it was possible to scale the model using the distance AB (highlighted in green in Figure 13 and 14). Moreover, a metric evaluation was performed calculating residuals between the distances from drawing, considered as the reference, and the final point cloud. The results are shown in Table 4 and it is noted that, although some limitations due to the quality and the reliability of the project drawings, probably different from the real building, the values of residuals are acceptable.

Figure 13. Original drawing of Les Halles by Baltard.

Figure 14. Feature points and distances in the final point cloud of the pavilion of Les Halles.

Table 4. Residuals calculation between distances from the drawing and the point cloud of Les Halles.

<table>
<thead>
<tr>
<th>Distance</th>
<th>Drawing [m]</th>
<th>Point Cloud [m]</th>
<th>Residuals [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>19.50</td>
<td>18.87</td>
<td>0.63</td>
</tr>
<tr>
<td>DF</td>
<td>17</td>
<td>17.19</td>
<td>-0.19</td>
</tr>
<tr>
<td>AF</td>
<td>5</td>
<td>4.59</td>
<td>0.41</td>
</tr>
<tr>
<td>AE</td>
<td>9.50</td>
<td>9.58</td>
<td>-0.08</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS AND PERSPECTIVES

The present study was designed to experiment the use of a new match-moving workflow devised to automatically select suitable frames for photogrammetric processing in film footage, in order to document lost heritage. In the first stage of the workflow, the use of object detection was demonstrated as a good solution for the automatic recognition of architectural heritage in historical videos especially because it can extract the coordinates of the bounding boxes which locate the monument in the frame. Following the evolution of NN bounding boxes, the second stage of the workflow identifies the camera motions in significant categories. In particular, this strategy is used to detect tilting and trucking camera motions, which are suitable for photogrammetry and are very common in historical videos. Due to its structure, the algorithm can work even when the track is very short. The video frames are first grouped in frame clusters according to image similarity criteria. Then, for each frame cluster, the camera motion category is evaluated. This is particularly useful in view of photogrammetry where each frame cluster can be used separately to increase the procedure positive completion. Indeed photogrammetric reconstruction is expected to fail when images from different scenes or videos are used in the same process.

The proposed algorithm includes some parameters that, properly selected, allow the attainment of an overall accuracy of the camera motion identification up to 80%. This accuracy is achieved by minimizing the misinterpretation of camera oscillations, due to the low quality of the camera used to shoot historical film footage and the absence of a tripod, and by properly setting the image similarity criterion used to group the frames.

The findings of this study are very encouraging. Actually there are intrinsic challenges when working on historical videos such as the lack of important information about the camera, the quality of the film used to shoot the videos, and the unavailability of a precise metric reference when the monument is lost. The preliminary results shown in this paper prove that the presented automatic workflow can be effective even in these critical conditions.

There are many aspects which can be further investigated such as adopting other types of Neural Network model as well as tuning and improving the camera motion algorithm. From the end-user perspective, in order to fully exploit the automatic procedure, developing a graphic interface for the entire pipeline would be important to improve the usability of the workflow. There are several areas where this study makes an original contribution, notably in the field of Cultural Heritage as it automates a task that is manual, and boosts the photogrammetric process by selecting suitable material for the application. This could offer some important insights into the management and organization of historical information and the protection of the memory of the past. Moreover, the same methodology could be applied to recent videos and allow access and recording of information concerning daily life. For this reason, further research could evaluate the effectiveness of the experimental methodology in other fields, such as UAV, structural analysis and computer vision, for example.
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