ABSTRACT:
European community is working to improve the quality of the life in each European country, in particular to increase the quality air condition and safety in each city. The quality air is daily monitored, using several ground station, which do not consider the variation of the quality during the day, evaluating only the average level. In this case, it could be interesting to have a “smart” system to acquire distributed data in continuous, even involving the citizens. On the other hand, to improve the safety level in urban area along cycle lane, road and pedestrian path, exist a lot of algorithms for visibility and safety analysis; the crucial aspect is the 3D model considered as “input” in these algorithms, which always needs to be updated.

A bike has been instrumented with two digital camera as Raspberry PI-cam. Image acquisition has been realized with a dedicated python tool, which has been implemented in the Raspberry PI system. Images have been georeferenced using a u-blox 8T, connected to Raspberry system. GNSS data has been acquired using a specific tool developed in Python, which was based on RTKLIB library. Time synchronization has been obtained with GNSS receiver. Additionally, a portable laser scanner, an air quality system and a small Inertial platform have been installed and connected with the Raspberry system. The system has been implemented and tested to acquire data (image and air quality parameter) in a district in Turin. Also a 3D model of the investigated site has been carried. In this contribute, the assembling of the system is described, in particular the dataset acquired and the results carried out will be described. different low cost sensors, in particular digital camera and laser scanner to collect easily geospatial data in urban area.

1. INTRODUCTION

1.1 State of the art

In the last decades, European community is working to improve the quality of the life in each European country, in particular, to increase the quality air condition and safety in each city. The quality air is daily monitored and analyzed, using several ground station devoted to acquire data about the air quality as PM10, PM5, etc.

Each European country is working to define some actions dedicated to limit or reduce the air pollution emission and to increase the quality of the life, first of all stimulating the mobility with green vehicle, like electric car or bicycle.

As demonstrated, mobility and life quality are strongly correlated and it is important the planning in the urban area, in order to facilitate the use of the green vehicle and to analyse the critical area on the pollution point of view.

In addition, the road safety is important, especially in the infrastructure dedicated to VRU (vulnerable Road User), as bicycle, wheel chairs, etc. In fact, it is important to guarantee an adequate level of safety, with purpose to avoiding the road accidents (AASHTO, 2011).

In Figure 1, is described the comparison between road accidents and coal pollution in some European city. As we denote, in some case, the coal pollution is higher than the road accident, but the two phenomena are strongly correlated.

On the other hand, to improve the safety level in urban area along cycle lane, road and pedestrian path, exist a lot of algorithms for visibility and safety analysis (Bassani et al., 2015).

Considering this aspect, it is important to have some tools, which allow to realize a 3D city model, with a good geometrical accuracy, and to keep updated this model.

There are several commercial solutions like the mobile mapping system, but unfortunately they are very expensive and are not available to acquire data along bike path.

The use of mobile mapping system could be suggested to create a 3D model for vehicular infrastructure, but the local administrations (municipality) are not able to buy one. 3D city
model is usually generated by a specific survey, but it is very
difficult to update it with low-cost solution.
An idea comes to Google Street view, where a bicycle has been
used to acquire the data in several cities, where it has not been
possible to use the Google car.

Figure 2. Coal pollution vs Road traffic accidents in EU
[source Internet]

1.2 The case study

The area chosen as a test site is the ‘Campidoglio’ District in
Turin, northwest of Italy (Figure 3). This area is predominantly
residential, located in the semi-central location of the City, and
characterized by the presence of commercial facilities, as well
as public places and services, such as schools. The activities
were aimed at the implementation of a medium-scale 3D metric
documentation of a block of the ‘Campidoglio’ district by low-
cost devices with the capabilities to associate pollution data.
The generated 3D model can be used as reference for the spatial
information system, which will be structured in an interoperable
database.
This test site was selected for the presence of different kind of
features like buildings, schools, roads, cycle and public
transport paths. This area is also rounded by streets having
different kind of traffic intensity, consequently, the air pollution
can change significantly during the day according to the work
and school time. So it can be very useful to monitor the
pollution behavior at different times of the day.

Figure 3. The Campidoglio district (left) and the buildings
block selected for the air quality analyses (right).

The activities described below refer to a fist acquisition made to
test the system, the available sensors and the implemented
structure for the storage and management of the data in a spatial
database.

2. THE ACQUISITION METHODOLOGY

2.1 The bike mobile system

The bike mobile system can be an alternative to other mobile
mapping systems (Ajmar et al., 2011; Bassani et al., 2012) due to
its lower cost, smaller size and easier usage. This system can be
used in areas where other vehicle based mapping system have
difficulty of access. It is also designed as an automatic system
which implies that all the sensors connected to this system start
automatically without any further command. All the sensors
connected to the bike can be seen in the Figure 4.

Figure 4. Bike mobile system with all sensors installed

2.2 Sensors

The Raspberry Pi (RPi) 3 system is used to control and process
data collected from all the sensors. Five different sensors are
connected to this bike mobile system.

- Raspberry Pi Camera RGB
- Raspberry Pi Camera IR
- Microstrain Inertial Measurement Unit (IMU)
- Low cost U-blox GNSS receiver
- HOKUYO Laser Scanner (LIDAR)

Two Raspberry Pi cameras are installed on the bike mapping
system; these devices are both connected to the end of a 60 cm
long rod, as shown in Figure 4. One camera collects images in
RGB band, whereas, the other camera, acquires images in the
infrared band. Both sensors have 8 MP resolution and they can
be set up to 60 frames per second for low resolution images. For
this project, they are set to 8 frames per second to capture high
resolution images. It can also be recorded a video with 1080P
(30 frames per second). An app in python is developed to
test acquisition made to
control and capture images with both cameras and save them
with a GPS timestamp automatically, so that these images can
be integrated with other sensors data.

An inertial measurement unit 3DM-GX3-35 from Microstrain is
also attached to the system to collect accelerometer, gyroscope
and magnetometer data in the three dimensions x, y and z. There
was no app available for Linux system to collect data from this
kind of sensor so a new app has been developed in python
language.

A GPS antenna is also connected to this IMU so that data from
all inertial sensors can be synchronized with GPS time. GPS
data packet and inertial sensors data packet can be collected
with this python app. The specifications of all the IMU sensors
are given in Table 1.
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Both Raspberry Pi cameras are set to 8 frames per second with 2592*1944 resolution and saves images with a GPS timestamp automatically. These Raspberry Pi cameras are connected to the Raspberry Pi system through a camera serial interface (CSI) and there is the possibility to connect more cameras to the system through USB ports.

The low cost GNSS receiver is also connected to the Raspberry Pi 3 through USB serial interface. A patch antenna is connected to the receiver, which collects signals from all available constellations. RTKRCV and STR2STR are the two AP’s installed on the RPi system to process raw data collected from u-blox receiver and then get position in real time. STR2STR takes raw data from the receiver and divides it into two streams. One stream is saved to a file in ubx format to be processed later after applying corrections downloaded from nearest permanent base station. The other data stream is given to RTKRCV, which

Table 1. Main specifications of IMU sensors

<table>
<thead>
<tr>
<th>Measurement Range</th>
<th>Accelerometer</th>
<th>Gyroscope</th>
<th>Magnetometer</th>
</tr>
</thead>
<tbody>
<tr>
<td>±5 g</td>
<td>±0.002 g</td>
<td>±0.05 %</td>
<td>±2.5 Gauss</td>
</tr>
<tr>
<td>±0.1 % fs</td>
<td>±0.03 % fs</td>
<td>±0.05 %</td>
<td></td>
</tr>
<tr>
<td>Initial Bias Error</td>
<td>±0.003 Gauss</td>
<td>±0.1 %</td>
<td></td>
</tr>
<tr>
<td>Scale Factor Stability</td>
<td>±0.05 %</td>
<td>±0.05 %</td>
<td></td>
</tr>
<tr>
<td>Noise Density</td>
<td>80 µg/√Hz</td>
<td>0.03°/sec/√Hz</td>
<td>100 pGauss/Hz</td>
</tr>
<tr>
<td>Sampling Rate</td>
<td>30 kHz</td>
<td>30 kHz</td>
<td>7.5 kHz max</td>
</tr>
</tbody>
</table>

Figure 5. Basic architecture of bike mobile system

Then Inertial measurement unit (IMU) is connected through a USB interface and it is set to collect only inertial sensors packet with GPS timestamp and, also, internal timestamp of IMU. The frequency of data collection can be set from 1Hz to 1000 Hz but, during the tests, it was set to 2Hz. The system starts recording data automatically and save the data in csv format, which can be read through Microsoft Excel. Since the inertial sensor data is highly accurate for shorter time periods, it can be integrated with GNSS data collected during post processing to improve the positioning. Figure shows the data packet collected from inertial sensors with the bike mapping system.

Figure 6. Data Packet received from IMU

3. DATA COLLECTION

The bike mapping system is tested around the area of Politecnico Di Torino with all the sensors working at the same time. Two Raspberry Pi 3 modules are connected on a rod in the front of the bike and both are synchronized with each other in time, which enables images and all the other data to be synchronized later. A power bank with the capacity of 15000mAh is also connected to the bike with two ports to power both the Raspberry Pi systems. The current consumption is around 800mA and hence the system can work for more than 15 hours with a fully charged power bank. The basic architecture of the bike mobile system can be seen in Figure 5.
performs real time positioning after applying corrections taken from SPIN GNSS network through NTRIP protocol. The system is tested with static mode for two baselines i.e zero baseline and 100 meters baseline with known coordinates. The accuracy of real time position was up to mm level on North and east coordinates whereas up to cm level for up coordinate as shown in table.

<table>
<thead>
<tr>
<th></th>
<th>Zero Baseline</th>
<th>100 meters Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSDN</td>
<td>6.8 mm</td>
<td>6.8 mm</td>
</tr>
<tr>
<td>MSDE</td>
<td>4.8 mm</td>
<td>5.6 mm</td>
</tr>
<tr>
<td>MSDU</td>
<td>1.13 cm</td>
<td>1.14 cm</td>
</tr>
</tbody>
</table>

Table 2. Mean standard deviations for Two Baselines

The real time data is plotted using RTKPLOT, which is another AP of RTKLIB, and the solution could either be single, float or fix as seen in figure. RTKLIB calculates the exact number of radio wavelengths between the available GNSS satellites and the base station antenna using a complicated algorithm for ambiguity resolution and it yields either float or fixed solution. Poor satellite constellation, low number of satellites and a poor radio link between rover and base station may prevent a fixed solution.

Figure 7. Real time position with fix, float and single solution

The range laser scanner is connected to the RPi system through an Ethernet cable interface but it can also be connected with USB 2.0 interface. One scan returns 1080 distance values between the angles -135 to +135 degrees and it can perform a total of 40 scans per second. The angle 0 corresponds to the Y-axis, the scanned data values can be converted to x and y coordinates. Along with the distance values, it is also possible to get intensity values to categorize different objects based on the different strength of reflection from each object. There is also a possibility to have more than one reflection and a multi-epoch option is also available to collect both reflection and intensity values as shown in Figure 8. An app has been developed in C language to collect all distance, multi-epoch and intensity data values from LIDAR and save it in ubh format, which can be read in UrgBenri software and processed later to integrate it with GNSS and IMU data. In Figure 8, the data collected from the Laser Scanner is displayed in a plot from the UrgBenri software, where the intensity values are in pink and the distance values are in green.

Figure 8. Data collection from Laser range Scanner and then plotting it in UrgBenri software

The next step after the collection of data from all the sensors is to geotag all collected digital images with the geographic coordinates from the GNSS receiver by comparing the timestamp.

Geotagging is the process of adding geographical identification data to digital images. An open source software EXIFTOOL is installed on the RPi system to geotag all collected images from the RGB and IR cameras. The software supports many formats and in this work, positioning data in the nmea format is compared to the time stamp of the images to geotag each image. Then all these geotagged images are exported in google earth to see the path of the data collection, the images can also be seen as shown in Figure 9.

Figure 9. Data Collection Path along with geotagged photos in google earth

4. DATA PROCESSING

4.1 Management of Dynamic Data in GIS

The data obtained from the used sensors were structured on a dynamic spatial database for the management of air quality data. It is based on a data model compliant with the OGC CityGML standard (Prandi et al., 2013, Soave et al., 2013), with a proposed extension for what concerns the dynamic environmental parameters: the CityGML Air Quality Application Domain Extension (AQADE) (Arco et al., 2016). Analyzing the monitored data in association with their location
in the 3D city model and further parameters (such as traffic at
the moment of the survey, building usage, heating periods and
so on) it could be possible to do some considerations (e.g. what
are the main sources of air quality pollution and what are the
main affected objects).

These data can be managed translating the model in a SQL
database. The passage to an object-relational model permits to
manage in an easier way the data, maintaining some important
relations. To these purposes PostgreSQL-PostGIS was used.

The GIS software tool, QGIS, was used as a support for both a
graphical interface and analysis tools.

The data can be managed, visualized and analyzed in GIS for
obtaining useful information and perform many analysis (eg.
statistics, spatial queries). Moreover, a map of the pollution of
the city can be generated by the interpolation of the measured
points (Arco et al., 2016) (Figure 10).

Figure 10. Generation of the map of the presence of particulate
(PM 2.5) in the study area, deriving from the interpolation of
the measured values conducted on the GIS platform.

4.2 Imaging Sensors Calibration

Before using the system, it is necessary to calibrate it. This
means to know the interior parameters (focal length, principal
point and lens distortions), which characterizes the cameras
involved. To get this data, a free calibration tool, Calib 3V,
developed by the IUAV (Istituto Universitario di Architettura di
Venezia) (Balletti et al., 2014) was used. This software allows
to obtain the intrinsic parameters from images taken from the
camera. For the procedure, a regular grid of circles (5 rows × 7
columns) with known dimensions need to be used (Figure 11).
The procedure then suggests carrying out a series of photos in
such a way that the calibration page will cover almost the total
width and height of the sensor from different locations above of
the planar surface of the calibration field.

These pictures can, then, be imported in Calib 3V. 10 photos
were acquired for each camera and the application allowed to
extract the parameters (Table 3):

<table>
<thead>
<tr>
<th>Cam. Param.</th>
<th>Camera 1</th>
<th>Camera 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>f [mm]</td>
<td>1.457</td>
<td>1.463</td>
</tr>
<tr>
<td>X0 [mm]</td>
<td>0.68</td>
<td>0.593</td>
</tr>
<tr>
<td>Y0 [mm]</td>
<td>0.475</td>
<td>0.533</td>
</tr>
<tr>
<td>k1</td>
<td>-0.07</td>
<td>0.024</td>
</tr>
<tr>
<td>k2</td>
<td>2.297</td>
<td>3.187</td>
</tr>
<tr>
<td>k3</td>
<td>-13.114</td>
<td>-8.779</td>
</tr>
<tr>
<td>p1</td>
<td>-0.004</td>
<td>-0.004</td>
</tr>
<tr>
<td>p2</td>
<td>-0.003</td>
<td>-0.002</td>
</tr>
</tbody>
</table>

Table 3. Estimated values of intrinsic parameters.

4.3 Photogrammetric data processing

In the present work, some tests are presented, performed with
the purpose to analyse the possibility of acquire images with
Raspberry Camera Module and use them for 3D modelling, to
obtain a more detailed description of the area. Images have been
goreferenced using a ublox 8T which was connected to the
Raspberry system.

The alignment of images sequences, 813 from each camera
(1626 in total), was realized. The acquired data were processed
using the Structure from Motion (SfM) approach implemented
in different software tools, VisualSFM and Agisoft Photoscan
Professional. The process is carried out almost automatically,
and in a fast and easy way, by these software tools, based on
algorithms of photogrammetry and computer vision. The input
data required by these tools to perform the 3D dense point
cloud reconstruction process are only the acquired images, since
it is not even necessary to know a-priori the exterior orientation
parameters of the cameras. To georeference the model is
possible to add the coordinates of the images or, if known, that
of some control points in the environment.

A first test was performed using the open source software
VisualSfM (Wu, 2011) with the integrated algorithm
CMVS/PMVS (Furukawa, 2010). With this tool the images
were easily aligned and a first point cloud was generated,
nevertheless, the software doesn’t allow to import the
coordinates of the images, so the model cannot be
georeferenced.

Figure 11. Grid of circles printed and used for the camera
calibration.
On the other hand, Agisoft Photoscan Professional, which is a commercial tool, produced by the Russian-based company Agisoft LLC, is able to directly read the exif file from the images and their coordinates. The result of processing is therefore a georeferenced cloud (Figure 12).

This data could be further processed to obtain a 3D mesh, which could be used to update or replace existing 3D model of the environment.

According to the acquired data, the obtained point clouds offer an almost complete 3D model of the urban environment, excluding the roofs of the buildings.

4.4 Results and discussion

The proposed system allows to survey the 3D geometry of the city using mobile and low-cost sensors.

To georeference the model, the coordinates of the point of acquisition of the images (Figure 13), measured with the U-blox 8T, were used.

Agisoft Photoscan Professional uses these informations as input data and, after the images alignment, it recalculates the corrected camera positions (Figure 14).

Some first analysis has been performed to evaluate the accuracy of the model. Not having at disposal known coordinates of control points in order to asses the accuracy of the product, the estimated positions of the cameras were compared with the measured coordinates (GNSS track) (Figure 15). The results are also summarized in Table 4.

Table 4. Results of the difference between image coordinates measured by the U-blox 8T and the camera positions estimated by the software Agisoft Photoscan.

<table>
<thead>
<tr>
<th>Difference between coordinates</th>
<th>Min [m]</th>
<th>Max [m]</th>
<th>Average [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference between coordinates</td>
<td>0.93</td>
<td>167.5</td>
<td>38.65</td>
</tr>
</tbody>
</table>

Observing the differences between the coordinates some problems could be ascribed to the characteristics of the surveyed environment. The tall buildings on the sides of the road and the dense vegetation have affected the GNSS coverage causing a large number of outliers. Therefore, the system for the position data acquisition could be improved by using alternative instruments such as inertial measurement units (UMBs) or ultra-wide band (UWB). Also, a certain number of control points can be measured, in order to better verify the accuracy of the result.
According to the achieved results, the found discrepancies, may be also generated by an incorrect alignment of the images. Looking at the Figure 15 it is evident that, in the area highlighted by the red box, the two points of the track do not match between them. These two points represent the position of two subsequent images.

As general remark, the image alignment could be also influenced by the presence of certain kind of features which characterize the environment, as the vegetation, but also by moving object. During the acquisition phase, a lot of cars and people were moving along the street. Also in this case, the dense vegetation influenced the product; probably, performing the data acquisition in a season in which the trees have no leaves could improve the result.

Finally, for the future tests, further analysis can be conducted on these particular kind of imaging sensors, which, as known, are quite instable, to optimize the estimation of their intrinsic parameters performed by the software and improve the image alignment.

5. CONCLUSIONS AND FUTURE WORKS

The developed and tested system shown several interesting aspect, in particular the performance of the sensors (IMU, GNSS, digital camera) are very impressive.

Is, therefore, possible to affirm that the proposed system allows to survey the 3D geometry of the city using mobile and low-cost sensors. The system, composed by the GNSS receiver connected to the Raspberry, which allows to georeference the images, still needs to be improved to obtain a 3D model with a metrical level of accuracy, which would make it suitable to perform analysis on air quality.

Generally, under open sky condition, the accuracy of the 3D model is locally correct and it can be used to make the visibility analysis in some limited area and to updating the map.

Moreover, the acquired information can be effectively managed in standardized GIS, useful for supporting a number of queries and analysis for different aims, as that focused on the analysis of the air quality.

Using FOSS platform, it is possible to developing a smart system, which is able to make the data acquisition from different sources, especially to synchronize the time and to georeferencing the data using the GNSS positioning, even applying a RTK solution.

Air quality model describes only the behaviour of the pollution in the test site, without a realistic correspondence to the real pollution value. This model is also important, because it allows to describe locally and relatively the different air quality zone and to know the correlation between traffic and pollution, even considering the geometry of the urban landscape.

The quality of RaspPi cam is quite good and it can improve applying a correct calibration model. The integration is very simple and it is easy to collect the images, but time synchronization requires to developing a specific tools.

Possible future activities would be the investigation about the GNSS performance, changing the antenna or working with a real multi-constellation system composed by GPS, GLONASS and BEIDOU. Moreover, it will be also interesting to analyse the performance making a combined data processing IMU-GNSS, with purpose to have a continuous tracking and solution, even on urban canyon or tree-lined area, both in real time and post-processing.
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