GENETIC ALGORITHM BASED FEATURE SELECTION FOR LANDSLIDE SUSCEPTIBILITY MAPPING IN NORTHERN IRAN
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ABSTRACT:
Recognizing where landslides are most likely to occur is crucial for land use planning and decision-making especially in the mountainous areas. A significant portion of northern Iran (NI) is prone to landslides due to its climatology, geological and topographical characteristics. The main objective of this study is to produce landslide susceptibility maps in NI applying three machine learning algorithms such as K-nearest neighbors (KNN), Support Vector Machines (SVM) and Random Forest (RF). Out of the total number of 1334 landslides identified in the study area, 894 (≈67%) locations were used for the landslide susceptibility maps, while the remaining 440 (≈33%) cases were utilized for the model validation. 21 landslide triggering factors including topographical, hydrological, lithological and Land cover types were extracted from the spatial database using SAGA (System for Automated Geoscientific Analyses), ArcGIS software and satellite images. Furthermore, a genetic algorithm was employed to select the most important informative features. Then, landslide susceptibility was analyzed by assessing the environmental feasibility of influential factors. The obtained results indicate that the RF model with the overall accuracy (OA) of 90.01% depicted a better performance than SVM (OA=81.06%) and KNN (OA=83.05%) models. The produced susceptibility maps can be productively practical for upcoming land use planning in NI.

1. INTRODUCTION
Landslides as responsible for at least 17% of all fatalities from natural hazards worldwide (Lacasse and Nadim, 2009) threaten human lives and environmental ecology. Different factors such as rainfall, earthquakes, and erosion of slope can trigger Landslides (Liu et al., 2013). Human activities such as deforestations and constructions are further causes of landslides in hilly areas. According to the (Iranian Landslide working party (ILWP), 2007) about 187 people have been killed in Iran by landslides and losses resulting from mass movements to the end of September 2007 have been estimated at 126,893 billion Iranian Rials (almost $12,700 million dollars) using the 4900 landslide database (Iranian Landslide working party (ILWP), 2007). However, the Northern provinces of Iran including Guilan, Mazandaran and Golestan are one of the most critical places vulnerable to landslide problems. The landslides observed and found in this area include old and new landslides (Shahabi et al., 2014).

The assessment of landslide hazard and risk has recently become a topic of interest for both geoscientists and the local administrations. By increasing availability of high-resolution spatial data sets, GIS, remote sensing, and computers with large and fast processing capacity, it has been feasible to partially automate the landslide hazard and susceptibility mapping process and thus minimize fieldwork (Tangestani, 2009). For modelling landslide susceptibility, a variety of algorithms have been proposed by researches in the literature. Nevertheless, in most cases, machine learning approaches performed better compared to other conventional analytical and expert opinion based methods (Zhou et al., 2018). For instance, artificial neural network (Chen et al., 2017b; Wang et al., 2019), random forest (Pourghasemi and Rahmati, 2018; Dou et al., 2019), support vector machine (Xu et al., 2012; Kumar et al., 2017), K-nearest neighbor (KNN) (Miloš Marjanovic et al., 2009; Chang et al., 2011), logistic regression (Hong et al., 2015; Zhou et al., 2018) and decision tree (Pradhan, 2013) models have been extensively used for analyzing landslide susceptibility and achieved high prediction accuracies. Most of the aforementioned studies confirmed the central role of geological factors (lithology, structure, and weathering), topographical factors (slope, elevation, aspect, etc.), soil parameters (soil depth and soil type), land use/cover and hydrologic conditions (rainfall) in generating accurate landslide susceptibility maps. Furthermore, other features, such as slope length, topographical wetness index (TWI), topographic position index (TPI), the vertical distance to the nearest channel network, relative slope position and valley depth have been reported to play important roles in landslide susceptibility modeling (Chauhan et al., 2010; Costanzo et al., 2012; Pourghasemi et al., 2013; Yilmaz et al., 2013; Massimo Conforti et al., 2014; Samia et al., 2017; Vargas-Cuervo et al., 2019).

Due to the variety of the landslide related parameters, it is not well clarified which combination of parameters would produce the best solution for a given landslide susceptibility problem. In addition, when all available parameters are used, it is more likely that correlated and redundant information to be considered, which may reduce the accuracy of a resulting map. To prevail over this problem, feature selection or dimensionality reduction techniques can be applied. They have been successfully used in many research areas; including environmental modeling, machine learning, data mining, statistics, pattern recognition, and remote sensing. Genetic Algorithm (GA) has been intensely employed for feature selection purposes. In regard of landslide susceptibility assessment, the application of the GA has been limited to optimization of algorithms (Chen et al., 2009; Liu et al., 2013; Kavzoglu et al., 2015; Chen et al., 2017a).

The main objective of this study is to seek the best combination of factors by integrating Machine learning approaches such as KNN, SVM and RF and applying feature selection regarding a GA in northern Iran. Performance analyses were conducted and evaluated based on differences in overall accuracies (OA).

1 Corresponding author
2. STUDY AREA AND DATASET

The study area is located in the north of Iran including Mazandaran, Guilan and Golestan Provinces (Fig. 1). Due to its topographical and climatic conditions, it is highly prone to landslide activities. The intense rainfall and high slope gradients are the two most landslide predisposing factors. Digital elevation model (DEM), remotely sensed imagery and geological maps of the study area were used to create maps of the explanatory variables. Digital Elevation Model (DEM) with a 30m resolution was produced from topographic map applying a triangulated irregular network (TIN) model using digitized contours in ArcGIS software. The DEM was utilized for generating thematic maps of aspect, distance from faults, flow accumulation index, rainfall kriging and slope. The SAGA software was also employed to produce maps of convergence index, longitudinal curvature, LS factor, plan curvature, profile curvature, relative slope position, stream power index (SPI), topographic wetness index (TWI), topographic wetness index 2 (TWI2), valley depth, vertical distance to channel network, catchment area, catchment slope, closed depressions and cross-sectional curvature factors while Landsat Thematic Mapper (TM) image was used to extract Normalized difference vegetation index (NDVI) maps of the study area through Google earth engine.

3. METHODOLOGY

3.1 Support Vector Machines

Support vector machine (SVM) is a supervised machine learning algorithm which is commonly used for classification purposes and is based on the statistical learning theory (Vapnik, 1998). Due to the acceptable result, the SVM algorithm converts to the most popular classifier method among remote sensing analysis. The main idea behind SVM is to find a hyperplane that maximizes the margin between the two classes (Vapnik, 1998). When the data are not linearly separable, SVM uses the kernel trick. A kernel is a dot product in a feature space. In the current study, we used one of the most popular kernel functions called radial basis function (RBF). Detailed explanations are given in (Yao et al., 2008).

3.2 K-nearest neighbors

The K-Nearest Neighbors (KNN) is a non-parametric classification method. KNN algorithm is one of the case-based learning methods, which keeps all the training data for classification. The KNN classifies a sample by assigning it a label as the most frequently represented among the K nearest samples; this means that a decision is made by examining the labels on the K-nearest neighbors and taking a vote. More details are found in (Witten et al., 2011).

3.3 Random Forest

RF has been proved to be the state-of-the-art ensemble classification technique that is a collection or ensemble of Classification and Regression Trees (Breiman, 2001) trained on datasets of the same size as a training set, called bootstraps, created from a random resampling on the training set itself. The RF algorithm provides a unique combination of prediction accuracy and model interpretability among popular machine learning methods.

3.4 Genetic Algorithm

Dimension reduction (DR) techniques are of great importance to diminish the complexity and redundancy of problems especially when issuing too many features as inputs. The DR applied in four main groups including feature extraction (FE), feature selection (FS), wrapper and filter. In the FS method, the informative bands are selected; therefore, they do not alter the structure of data. FS is one of the most common methods for DR purposes. There are many methods based on Metaheuristic Optimization Algorithm (MOA). The most frequently asked of these methods is GA, an artificial Intelligence-Inspired technique. GA is a search heuristic algorithm that is inspired by biological evolution in nature as well as Darwin’s evolution theory. This algorithm was introduced by (Holland, 1975). The GA works based on the creation of an initial population and evaluates them, finally selects the best chromosome based on defined criteria. The GA has a series of operators including selection, cross over and mutation. GA seeks to optimize the best bands according to the cost function. More details about the fundamentals of GA, their process and applications can be accessed in (Holland, 1975). For the application of the GA, optimal setting of parameters is a critical step for the success of the process. In this study, GA parameters were set according to Table 1.

3.5 Model Application

In this study, for collecting dataset and implementing methods, ArcGIS 10.0.2 software, SAGA GIS software (version 6.4.0), Google earth engine, and Matlab 2013a have been applied.

4. RESULTS AND DISCUSSION

Collecting 21 potentially landslide triggering factors in NI, this study aims to find the best performing approach plus the best input combination of features with the aid of GA. Out of 1334 landslides identified in the study area, 894 (=67%) and 440 (=33%) cases were used for the model calibration and validation, respectively. Thus, landslide susceptibility assessment was implemented based on integrating GA and three machine learning methods including KNN, SVM, and RF in the Matlab environment. Table 2 shows the selected factors by GA for each

<table>
<thead>
<tr>
<th>Table 1. Parameters for GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size Initial Population</td>
</tr>
<tr>
<td>Length of Chromosome</td>
</tr>
<tr>
<td>Rate of Crossover</td>
</tr>
<tr>
<td>Rate of Mutation</td>
</tr>
<tr>
<td>Crossover</td>
</tr>
</tbody>
</table>
of the applied models. 5 factors of flow accumulation index1, convergence index1, longitudinal curvature, stream power index1 (SPI1) and topographic wetness index2 (TWI2) were excluded from the models. The results of the different methods of landslide susceptibility mapping were evaluated to ensure the selection of a beneficial method and to improve the prediction accuracy of the landslide susceptibility map. Landslide susceptibility maps were tested based on the known landslide locations within the study area. For visual and easy interpretation of the areas, the resulting landslide map was classified into four susceptibility classes (Fig. 2).

Table 2. Selected factors in each of the KNN, SVM and RF models by GA

<table>
<thead>
<tr>
<th>Factors</th>
<th>KNN</th>
<th>SVM</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>distance from faults</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>flow accumulation index1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>convergence index1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>longitudinal curvature</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS factor1</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDVI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>plan curvature1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>profile curvature1</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rainfall_kriging</td>
<td></td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>relative slope position1</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>slope1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stream power index1 (SPI1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>topographic wetness index1 (TWI1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>topographic wetness index2 (TWI2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>valley depth1</td>
<td></td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>vertical distance to channel network1</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>catchment area1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>catchment slope1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>closed depressions1</td>
<td></td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional curvature1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To evaluate the performance of the proposed framework, measurements of the overall accuracy (OA) was used. The OA value is the ratio of the number of correctly classified grid cells to the total number of grid cells, calculated as follows:

$$OA = \frac{a}{b} \times 100\%$$

(1)

Where $a$ and $b$ refer to the numbers of the correctly classified landslide or non-landslide grid cells and the total number of grid cells in the validation set, respectively. Obviously, a higher OA value implies better classification in precision. The validation results revealed that the applied models had good accuracies (>0.8) in predicting future landslides in NI. However, the RF model with the OA of 90.01 performed highly better than KNN (OA=83.05) and SVM (OA=81.06) models. Furthermore, the Percentages of different landslide susceptibility classes by the employed methods were represented in Fig. 3. In regard to the RF model, the areas classified as low susceptibility cover 39.86% of the total area. Moderate and high-susceptible classes cover 10.35%, and 8.12% of the total area, respectively. The non-landslide class covers 41.66% of the study area. The areal extents of these sub-classes for KNN model were found to be 30.6%, 6.39%, 10.38%, and 52.61%, correspondingly, whereas landslide susceptibility map produced based on SVM, 34.5% of the study area has low susceptibility, and the moderate, high, and no landslides zones from 8.14%, 7.08%, and 50.26% of the study area, respectively.

Figure 2. Landslide susceptibility maps generated using a) KNN b) SVM c) RF models based on GA optimization in NI.

5. CONCLUSION

Landslide susceptibility mapping plays an important role in providing a platform to decision-makers and authorities, particularly in landslide-prone areas. The current study dealt with the landslide susceptibility mapping using three machine
learning models namely KNN, SVM, and RF, in the critical northern Iran area. Hence, a set of landslide-controlling factors in a large amount of information were selected via the implementation of GA for each of the models. The results show that the RF model is a good estimator of landslide susceptibility in the study area.

![Landslide Proportion of RF](image)

Figure 3. Percentages of different landslide susceptibility classes.

Moreover, The GA is proved to be extremely appropriate for the parameter identification in the slope stability analysis. The results from the implementation of three models also verified that landslides potentially will take place in the eastern part of NI, namely Northern Golestan. According to the RF model as the best performing model, about 8.12% of the study area is located in high susceptibility class which can be a matter of great interest to decision-makers and the local authorities for formulating land use planning strategies and implementing pragmatic measures.

6. REFERENCES

Irani landslide working party (ILWP), 2007. . Iranian landslides list. Forest, Rangeland and Watershed Association, Iran.
Shahabi, H., Khreiz, S., BinAhmad, B., Hashim, M., 2014. Landslide susceptibility mapping at central Zab
basin, Iran: A comparison between analytical hierarchy process, frequency ratio and logistic regression models. CATENA 115, 55–70.


