A NEW APPROACH FOR ACCURACY IMPROVEMENT OF PULSED LIDAR REMOTE SENSING DATA
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ABSTRACT:

In remote sensing applications, the accuracy of time interval measurement is one of the most important parameters that affect the quality of pulsed lidar data. The traditional time interval measurement technique has the disadvantages of low measurement accuracy, complicated circuit structure and large error. A high-precision time interval data cannot be obtained in these traditional methods. In order to obtain higher quality of remote sensing cloud images based on the time interval measurement, a higher accuracy time interval measurement method is proposed. The method is based on charging the capacitance and sampling the change of capacitor voltage at the same time. Firstly, the approximate model of the capacitance voltage curve in the time of flight of pulse is fitted based on the sampled data. Then, the whole charging time is obtained with the fitting function. In this method, only a high-speed A/D sampler and capacitor are required in a single receiving channel, and the collected data is processed directly in the main control unit. The experimental results show that the proposed method can get error less than 3 ps. Compared with other methods, the proposed method improves the time interval accuracy by at least 20%.

1. INTRODUCTION

Pulsed lidar measurement is a new means of remote sensing, mainly used for laser ranging and point cloud imaging (Zhou, 2009; 2015). Lidar has the advantages of light weight, small size, high reliability, low energy consumption and is widely used in industrial production and environmental monitoring (Zhou, 2014). With the development of remote sensing technology, the accuracy of lidar is getting higher and higher. In order to obtain more accurate and clearer point cloud images, a higher quality lidar data is necessary. There are many factors that affect the accuracy of lidar data, the accuracy of time interval mainly determines the quality of the final point cloud. So, the improvement of lidar data quality can be achieved by improving the accuracy of time interval in the remote sensing. The traditional methods of time interval measurement mainly include analog conversion, digital conversion and insertion. The analog conversion (Caulfield, 1986) cleverly transforms time information into capacitor charging-discharging process, but the errors are difficult to eliminate due to the nonlinear relationship between the voltage and current in the capacitor. The operation principle of the digital conversion method is simple (Gao, 1991), but the time delay occurs when the start-stop timing. The insertion method (Nutt, 1968) is an improvement for the analog conversion and the digital conversion. At present, there is a common insertion delay line interpolation (Kalisz, 2002) and analog interpolation (Zielinski, 2003). The most representative of the delay line insertion method is the time interval measurement chip of TDC series (TDCs-Time-to-Digital Converters, 2017) produced by the German ACAM Inc. The error of this method is mainly derived from the minimum unit of the retarder and the nonlinear relationship between the retarder and the trigger. The simulation insertion method is based on the analog conversion method. The stop signal also makes the capacitor charge and discharge. The accuracy of the analog insertion method is mainly caused by the nonlinear discharge of capacitors. In addition, because of the use of extremely high frequency clocks, it is easy to be jitter and cause errors. Many researchers have made great efforts for high precision time interval measurement. Palojarvi (1999) designed a time interval measurement method that converts time information into capacitive charge and discharge (constant current) processes and then converts the analog signal to a digital signal and calculates the time interval by the formula, a ±3.5 ps measurement Accuracy is achieved. Nissinen (2009) designed a circuit that measures the time interval and the slew rate of stop pulse, and compensate for the error produced in the discriminator. The error after compensation is reduced to ±30 ps. Klepacki (2014) achieved the single-shot precision of 7.5 ps by combining direct counting with two-stage interpolation in a single clock.

In this paper, a method of charging the capacitance and sampling the fitting voltage curve is proposed to improve the accuracy of time interval measurement in lidar data processing. According to the fitting model of the variation curve of capacitance voltage, the actual time of the capacitor charging is calculated. Experiment shows that the method can minimize the error caused by the delay of start-stop timing and the nonlinear change of capacitance voltage in the measurement process, and improve the quality of lidar data.
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2. PRINCIPLE OF TIME INTERVAL MEASUREMENT

2.1 Basic Theory

In remote sensing applications, pulsed lidar technology realizes the distance measurement by transmitting specific pulses to target and receiving echo from target. Then, the shape of the three-dimensional point cloud of the object can be formed by combining the distance of the feature points on the surface of the object. This point cloud imaging is the latest and widely used remote sensing technology (Zhou, 2004). In time interval measurement, the distance of the target is calculated by measuring the time interval between the laser emission pulse and the echo pulse. The traditional methods of time interval measurement mainly include analog conversion, digital conversion and insertion. These methods are mainly divided into three detailed technical principles. First, the information of the laser pulse time of flight is converted to the form of capacitance charge and discharge. Second, the time of the laser pulse time is directly counted by the clock counter. Third, the above two technologies are combined to reduce the error. It is difficult to eliminate the error due to the existence of the nonlinear properties of the physical devices. Although ACAM Inc. has produced a compact TDC integrated microchips to achieve time interval measurement, but the latest TDC-GP22 series still has a minimum error of 22 ps.

2.2 Time interval Measurement Based on Fitting Algorithm

In order to minimize the error of the time interval to most, the method of capacitor charging is still used to replace the time information of the TOF. Here only the use of capacitor charging time to analyse the problem, which is different from the traditional charging and discharging. The principle of capacitor-based charging and sample-fitting of the capacitor voltage curve is as follows: First, a capacitor charging and discharging circuit is set after the time discriminating unit, and the value of the capacitor is constant. When starting the measurement, there is a portion of the start pulse that triggers the charging of the capacitor. Then, a microcontroller unit (MCU) controls the high-speed A/D sampler to sample the voltage of the capacitor, and the sampled data is collected into the MCU for processing. Since the TOF varies, so the value of the capacitance should be enough to meet the different measurement distances. Second, when the received signal arrives, the signal generated by the timing discrimination unit stops the charging operation of the capacitor, and at the same time, it notifies the MCU to stop the sampling operation and discharge the capacitor through the circuit control quickly and completely. In this process, the response time from the output of the timing signal to the charging of the capacitor is negligible. However, the response time (including a very short delay) that the signal notifies the controller is generally several tens of nanoseconds (the controller clock frequency is 10~50 MHz). A buffer is maintained from charging stop to discharging through the related circuit design, and the capacitor voltage is kept constant in this range, so the A/D sampler can completely sample the voltage value of this gap (voltage at the end of TOF). This operation method can eliminate the trouble of peak-keeping circuit design. Finally, the sampled data is further processed through MCU. According to a series of points on the voltage curve of the sampled capacitor, the suitable fitting model is selected to match these points to get the best voltage change curve function. According to the curve function, the charging times from the zero voltage point to the maximum voltage point are calculated, and this time is the real time interval with minimum error. The calculation of the fitting function can ignore the nonlinear characteristics of the actual voltage variation curve. The capacitance is also affected by the noise and temperature, and there will be a nonlinear change, even if constant current is charged in practical operation. Therefore, general charging measures can be adopted directly.

As shown in Figure 1, the high speed A/D sampler begins to sample the capacitor voltage at a high speed after a period of time lag behind the starting point of the capacitor charging during the charging process. The time axis of the first sampling point can be customized to set up a starting time (suppose \( t_0 \)). When the sample is finished, these data can be expressed as

\[
F = \begin{bmatrix} P_1 & P_2 & P_3 & \cdots & P_n \\
 v_1 & v_2 & v_3 & \cdots & v_n \\
 t_0 & t_0 + T & t_0 + 2T & \cdots & t_0 + (n-1)T 
\end{bmatrix}
\]  

where \( P \) = sampling point, \( v \) = voltage value of sampling, \( T \) = sampling period

![Figure 1. Principle of sampling in capacitance charge-discharge](image)

Some problems need to be considered after the data of these sampling points are fitted. The first is the selection of the effective points. As can be seen from Figure 1, the time interval should be dealt with in the charging time range, but not all the sampling points are in this range. When the Pi point is on the left of the critical region, the effective point is \( P_i \). If the Pi point is on the right side of the critical area, the effective point is selected as \( P_i \). Secondly, it is necessary to determine the time axis information of the sampling point. The time interval calculation can be obtained by the mutual elimination of the intermediate parameters. The actual measurement time is determined by the A/D sampling period and the number of sampling points. Thirdly, in the fitted curve model, the start time can be calculated by the voltage zero, which can be obtained without measurement. But the stop time is reflected by voltage at stop changing, so it can be extracted from the end of the sampled data. The obtained fitting curve model can be expressed as

\[
f = F|_{v_i=v_{i-1}} \quad (0 \leq f \leq v_{i})
\]  

The final time interval can be expressed as

\[
\Delta T = t_{f(0)} - t_{f(0)}
\]
3. EXPERIMENT AND ANALYSIS

3.1 Measurement and Results

In order to verify the proposed method, the experiment is implemented on the basis of the circuit build in the Multisim software (Multisim Development Team, 2012) with actual parameters. In the circuit, the 8052 chip is used as the controller of the whole circuit. The ADC16 chip is a high-speed sampler, and the clock frequency is set to 10 MHz. The start-stop timing pulse signals are received by MUC respectively, and the corresponding operation is adopted to control the capacitance charge-discharge. As shown in Figure 2, the pin of pin1 and pin2 of the MCU are connected with start-stop signal respectively. The pin13 and pin16 are connected with the switch (Q1 and Q2) of the capacitance charge-discharge respectively. The EN pin of ADC16 is connected with pin17, and the sampling data is transmitted through the connection of P0/P2 and D0~D15. The capacitance charge-discharge is, firstly, set the pin15=0, pin16=1, pin17=0. When the start pulse is detected, pin15=1, pin16=0 and pin17=1 are set up, while P0/P2 read the sampled data. When the stop pulse is detected, pin15=0, pin16=1 and pin17=0 are set up, while P0/P2 stop reading the sampled data. Finally, the data collected in MCU are analysed and processed. In the experiment, the charging process at different time intervals is shown in Figure 3. The fixed start-stop interval is set to 4 μs, 7 μs, 12 μs and 16 μs through program in MCU. The frequency of the A/D sampler is 10 MHz. The value of C1 is 1 μF, and the charge impedance R1 is 5 Ω. The corresponding time constant is τ=1/R1C1=5 μs. Table 1 shows the effective points of the four capacitor charging curves obtained by sampling.

<table>
<thead>
<tr>
<th>Group</th>
<th>Voltage of the sampling point (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
<td>0.730 1.137 1.504 1.837 2.138 2.410 2.750</td>
</tr>
<tr>
<td>Group2</td>
<td>0.730 1.137 1.504 1.837 2.138 2.410 2.657</td>
</tr>
<tr>
<td>Group3</td>
<td>0.730 1.137 1.504 1.837 2.138 2.410 2.551</td>
</tr>
<tr>
<td>Group4</td>
<td>0.730 1.137 1.504 1.837 2.138 2.410 2.551</td>
</tr>
</tbody>
</table>

Table 1. Four Groups sampling point of capacitance voltage

3.2 Data Analysis and Accuracy Evaluation

The General model Exp2 is used to fit four sets of sampled point respectively in the processing of data. According to the fitting results in Figure 4, the goodness is as follows: the four SSE are less than 1%, the four R-square are approximately 1, and the four RMSE are all less than 1%. Therefore, the fitting results can be regarded as a real relationship.
Finally, the corresponding charging time and error (Table 2) can be calculated by the four models. Through the simulation experiment, the error is obtained, and it can be found that the more the number of sampling points, the smaller the error. In addition, the proposed method increases the accuracy by at least 20% compared with other methods (Table 3).

Table 2. The results and errors of the four sets of fitting models

<table>
<thead>
<tr>
<th>Data</th>
<th>Design value (μs)</th>
<th>Fitted values (μs)</th>
<th>Error (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group1</td>
<td>4</td>
<td>4.00000764</td>
<td>76.4</td>
</tr>
<tr>
<td>Group2</td>
<td>7</td>
<td>7.0000167</td>
<td>16.7</td>
</tr>
<tr>
<td>Group3</td>
<td>12</td>
<td>12.0000035</td>
<td>3.5</td>
</tr>
<tr>
<td>Group4</td>
<td>16</td>
<td>16.0000028</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 3. Comparison of experimental accuracy with others

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Palojarvi (1999)</td>
<td>3.5</td>
</tr>
<tr>
<td>Nissinen (2009)</td>
<td>30</td>
</tr>
<tr>
<td>Klepacki (2014)</td>
<td>7.5</td>
</tr>
<tr>
<td>Our method</td>
<td>2.8</td>
</tr>
</tbody>
</table>

4. CONCLUSION

In this paper, a method based on capacitance charging and sampling fitting voltage curve is used to measure and improve the accuracy of time interval in pulse lidar. This method can avoid the nonlinear of electronic components and simplify the operation. Compared with others, the proposed method has higher accuracy and effect in remote sensing. In addition, high-quality lidar remote sensing point cloud data with the accuracy error of 2.8 ps is also available. The proposed method improves the accuracy over 20% when compared with other methods.
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