3D RECONSTRUCTION OF CITRUS TREES USING AN OMNIDIRECTIONAL OPTICAL SYSTEM
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ABSTRACT:

This paper presents a feasibility study on the use of omnidirectional systems for 3D modelling of agricultural crops, aiming a systematic monitoring. Omnidirectional systems with multiple sensors have been widely used in close-range photogrammetry (CRP), which can be a good alternative to provide data for digital agriculture management. The GoPro Fusion dual-camera is the omnidirectional system used in this work. This system is composed of two cameras with fisheye lenses that cover more than 180° each one in back-to-back position. System calibration, camera orientation and 3D reconstruction of an agricultural cultivated area were performed in Agisoft Metashape software. A 360° calibration field based on coded targets (CTs) from Agisoft Metashape software was used to calibrate the omnidirectional system. The 3D reconstruction of an orange orchard was performed using fisheye images taken with GoPro Fusion. The results show the potential of using an omnidirectional system for 3D modelling in agricultural crops, in particular citrus trees. Interior orientation parameters (IOPs) was estimated using Agisoft Metashape target/software with a precision of 9 mm. A 3D reconstruction model of the orange orchard area was obtained with an accuracy of 3.8 cm, which can be considered acceptable for agricultural purposes.

1. INTRODUCTION

Digital agriculture can be defined as a farming management technique that combines technologies to analyze a huge amount of data from precision agriculture and other sources, aiming to minimize costs and to increase production. Nowadays, increasing the production with environmental sustainability is one of the main world challenges, which requires new management technologies. Remote sensing data can be used for several agricultural applications, such as soil monitoring (Prosdocimi et al., 2017), mapping diseased and healthy plants (Moriya et al., 2019), and estimation of plant phenotyping (Ravi et al., 2018).

Most of the existing works has focused on aerial platforms, mainly with Unmanned Aerial Vehicles (UAV), aiming a systematic and fast acquisition. However, acquisition from the ground perspective can provide complementary information such as plants and soil morphology (shape and structure), especially in fructiculture/horticulture areas, which cannot be assessed by an aerial sensor.

Esau et al. (2018) presented a multi camera system composed of nine digital frame RGB cameras mounted on a tractor. Images were taken and processed in real time to determine where to spray pesticides, aiming a control and uniform application. Sodhi et al. (2017) presented a mobile system composed of ten cameras that move vertically along the plant for 3D plant phenotyping. Bao et al. (2018) presented a system with 12 RGB cameras to circumvent the wind problem for 3D plant phenotyping.

Images with large field of view (FoV) can be acquired by non-conventional systems, which need a smaller number of images to cover a larger area. An alternative for a systematic data collection from ground perspective in agricultural cultivated areas is the use of fisheye lens cameras, which are seldom explored in the literature. Only few works can be mentioned. Ericson and Astrand (2010) used a fisheye lens and a catadioptric system to assess the proposed method for detecting parallel rows on agricultural crops. Ohi et al. (2018) presented an autonomous pollination robot named BrambleBee, composed of a 3D LiDAR system, a fisheye lens camera and a navigation system were embedded in the robot platform to map bramble plants.

These related works highlighted that a reliable analysis of agricultural areas depends on the quality of the acquired data and the processing chain, which are affected by different sources of errors. Therefore, a feasibility study using fisheye images obtained with the GoPro Fusion omnidirectional system in an orange orchard was performed, aiming the 3D trees modelling. The omnidirectional system is composed of two fisheye lenses in the same structure (poly-dioptic system - Maas, 2008). Each lens covers more than 180° in back-to-back position, enabling a 360° FoV. Agisoft Metashape software was used to the photogrammetric process. The main steps of the photogrammetric process were: (1) camera calibration using a 360° calibration field based on coded targets (CTs) from Agisoft Metashape software; (2) fisheye image acquisition in an orange crop area and, (3) camera orientation and the 3D reconstruction of orange trees. These steps will be detailed and assessed in the following sections. The results have shown the feasibility of using an omnidirectional system for 3D modelling of an agricultural crop.

2. BACKGROUND

Omnidirectional systems based on multi-camera have gained attention for many close range photogrammetry (CRP)
applications, e.g. terrestrial mobile mapping, due to the large FoV (360°). An omnidirectional system with multi-camera can be designed with conventional (e.g., perspective lens) and non-conventional geometry optical system, such as fisheye lenses. Fisheye lenses have a large FoV, which can be hemispheric (110° - 180°) or hyper-hemispheric (> 180°). Therefore, a full-spherical panorama can be covered using only two fisheye lenses, which enable a compact and lighter design of the omnidirectional systems (360° FoV).

Fisheye lenses do not follow the perspective projection. Therefore, a suitable mathematical model is required for an automated image-based 3D modelling. The fisheye lenses are usually designed with the projection of the observations from a sphere surface onto an image plane following the equidistant, orthogonal, stereographic or equisolid-angle projections (Schneider et al., 2009). Due to the large radial distortion in fisheye lenses, these mathematical models are combined with distortion corrections such as Conrady-Brown’s distortion model (Conrady, 1919; Brown, 1971) or polynomials (Kannala and Brandt, 2006).

According to Abraham and Forstner (2005), most of fisheye lenses follow the equidistant projection. For instance, the equidistant model is used in Agisoft Metashape, and the distortions are modelled with Conrady-Brown’s distortion model combined with the affinity and shear parameters (Fraser, 1997). Equation 1 presents the equidistant equations and Equation 2 the distortion models, which are compatible with the mathematical models implemented at Agisoft Metashape software (Agisoft, 2018).

\[
x = -f \frac{X_c}{\sqrt{(X_c)^2 + (Y_c)^2}} a \tan \left( \frac{(X_c)^2 + (Y_c)^2}{Z_c} \right) + x_0 + \Delta x
\]
\[
y = -f \frac{Y_c}{\sqrt{(X_c)^2 + (Y_c)^2}} a \tan \left( \frac{(X_c)^2 + (Y_c)^2}{Z_c} \right) + y_0 + \Delta y
\]

\[
\Delta x = x_0(K_1r^2 + K_2r^4 + K_3r^6) + (P_1r^2 + 2P_2r^4 + 2P_3)\cos(2\theta) + (P_4r^2 + P_5r^4 + P_6)\cos(4\theta) + R_xx + B_x
\]
\[
\Delta y = y_0(K_1r^2 + K_2r^4 + K_3r^6) + (P_1r^2 + 2P_2r^4 + 2P_3)\sin(2\theta) + (P_4r^2 + P_5r^4 + P_6)\sin(4\theta)
\]

where \(x\) and \(y\) are the image coordinates, \(f\) is the focal length, \(x_0\) and \(y_0\) are principal point offsets, \(X_c, Y_c\) and \(Z_c\) are point coordinates in the photogrammetric system, and \(\Delta x\) and \(\Delta y\) are the distortion parameters referring to radial symmetric (\(K_1, K_2, K_3\)), decentering (\(P_1, P_2, P_3, P_4, P_5, P_6\)), affinity and shear distortions parameters (\(b_1, b_2\)).

3. PHOTOGRAHAMMETRIC PROCESS: DATA SET AND EXPERIMENTS

Scientific and commercial approaches have been developed to adapt the photogrammetric processes, such as camera calibration, rectification and image matching, considering fisheye lens mathematical models (Scaramuzza et al., 2006; Kannala and Brandt, 2006; Marcato Junior et al., 2015; Campos et al., 2019). This section describes the photogrammetric processes used in the Agisoft Metashape software. Section 3.1 summarizes the camera calibration process of the omnidirectional system (dual-fisheye lenses) used (GoPro Fusion). Section 3.2 describes the cameras orientation step and the 3D reconstruction of an orange orchard.

3.1 Camera Calibration

Camera calibration is a fundamental step to obtain a reliable 3D reconstruction, aiming high accuracy applications such as precision agriculture. Fisheye camera calibration has been widely discussed in the literature (Abraham and Forstner, 2005; Schneider et al., 2009; Tommaselli et al., 2014; Marcato Junior et al., 2015). However, the dual-fisheye camera calibration started to be discussed recently, especially motivated by the new commercial systems available in the market (e.g., Ricoh Theta, Insta360, Samsung Gear360, Nikon Keymission 360, GoPro360). Multi-camera calibration usually requires the estimation of two sets of IOPs (interior orientation parameters) and EOPs (exterior orientation parameters), as well a set of ROPs (relative orientation parameters). Different approaches to calibrate a dual-fisheye lens camera (Ricoh Theta S) were proposed by Aghayari et al. (2017) and Campos et al. (2018).

In this work, a simultaneous IOPs determination of the GoPro Fusion dual-camera was performed in Agisoft Metashape. Table 1 presents the technical details of the GoPro Fusion system. Agisoft Metashape software uses the EXIF file to extract the camera configuration, but it was provided an inaccurate pixel size value. Then, the pixel size was recalculated considering the sensor and image size, resulting in 0.002 mm.

<table>
<thead>
<tr>
<th>GoPro Fusion Settings</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor size</td>
<td>1/2.3&quot; 6.17 x 4.55 mm (CMOS)</td>
</tr>
<tr>
<td>Dual-fisheye image</td>
<td>3104 x 3000 pixels each image</td>
</tr>
<tr>
<td>Nominal focal length</td>
<td>3 mm</td>
</tr>
<tr>
<td>Camera dimensions</td>
<td>4.0 x 7.5 x 7.4 cm</td>
</tr>
<tr>
<td>Weight</td>
<td>220 g</td>
</tr>
<tr>
<td>Wireless</td>
<td>Wifi, Bluetooth and GPS</td>
</tr>
<tr>
<td>Pixel size (calculated)</td>
<td>0.002 mm</td>
</tr>
</tbody>
</table>

Table 1. Technical information of GoPro Fusion.

A total of 26 fisheye images (13 from each sensor) were used for the camera calibration procedure. Convergent and rotated images were taken to avoid correlations between IOPs and EOPs (Fraser, 1997). The 360° calibration field (Figure 1a) has 160 ArUco targets (Muñoz-Salinas, 2012) and 100 coded targets (CTs) designed for an automatic detection by Agisoft Metashape with dimensions of 25 x 25 cm. Only the CTs were used in the calibration procedure, which are automatically detected with sub-pixel accuracy by Agisoft Metashape. The ground coordinates of 3 CTs (62, 64 and 65) were used as constraints in the self-calibration.

Figure 1a shows the images of sensor 1 (S1) and sensor 2 (S2) from GoPro Fusion camera (Figure 1c) acquired at the 360° calibration field. Figure 1b presents an example of CTs used. Figure 1c shows a lateral and frontal view of the GoPro Fusion camera. The coordinates of ArUco and CTs were estimated considering a local reference system (X, Y, Z), as illustrated in Figure 1a.
Figure 1. (a) Images from sensor 1 (S1) and sensor 2 (S2) of the 360° camera calibration field, in which the reference system and the 3 CTs used in the self-calibration are illustrated in S1. (b) Agisoft Metashape/Photoscan coded targets (CTs) and (c) a lateral and frontal view of the GoPro Fusion camera.

As mentioned, the GoPro Fusion camera has two fisheye lenses that cover more than 180° (hyper-hemispheric lenses). The overlap between images from S1 and S2 can be observed in Figure 1a. Campos et al. (2018) show that equidistant projection is suitable only for points in the hemispheric field. Considering that the fisheye mathematical model used in Agisoft Metashape is the equidistant projection, points in the hyper-hemispheric field were not used in the calibration procedure.

The consistency of the camera calibration was analyzed considering the discrepancies between distances directly measured in the 360° calibration field and distances estimated in the self-calibration. Ten well-distributed horizontal, vertical and diagonal distances were measured in the 360° calibration field using a 2 m calliper with precision of 0.02 mm. The distortion parameters considered in camera calibration were the radial symmetric parameters \((K_1, K_2, K_3)\) and two decentering parameters \((P_1, P_2)\).

The ROPs \((\Delta x, \Delta y, \Delta K, B_x, B_y, B_z)\) are not estimated by Agisoft Metashape software. Therefore, ROPs were calculated in an external step considering the estimated sensor poses. The analysis was conducted considering that the distance between the two cameras are stable during the acquisition, excepted by small random errors.

3.2 3D photogrammetric modelling process

The feasibility study of the omnidirectional system was performed using fisheye images collected in an orange orchard, located at Guacho farm, Agroterenas S/A citrus (Santa Cruz do Rio Pardo – SP, Brazil). The GoPro Fusion camera was positioned over the operator head and images were taken while the operator walks between the orange trees. A total of 116 images (58 dual-fisheye images) were used. 3D coordinates of ten ground points (pre-signalized) were estimated using GPS-RTK, which were used as control and check points. Figure 2 shows an example of fisheye images from sensor 1 (S1) and sensor 2 (S2) acquired in the orange orchard.

First, camera configurations were set in the Agisoft Metashape software considering the fisheye model (equidistant model) and the IOPs obtained in the previous camera calibration process described in Section 3.1. The reference system was set as WGS84/UTM, fuse 225. Six control points were used to estimate the EOPs and four points were considered as check points. A standard deviation of 0.01 m was considered for both control and check points, since the 3D coordinates were estimated using GPS-RTK. These points were manually identified and measured in the fisheye images with 1 pixel accuracy. Then, images were firstly aligned in high mode generating tie points. These tie points were refined in manual and automatic mode considering an image observation accuracy higher than 2 pixels. Finally, the first estimated sensor poses are improved considering only the refined tie points.

The dense point cloud was generated in ultra-high mode. Different approaches can be used to assess the position accuracy of a point cloud (Lehtola et al., 2017). In this work, four check points, surveyed with GPS-RTK, were used to analyze the 3D position accuracy of the generated point cloud. In addition, the 3D reconstruction of interest features in agriculture areas, such as trees, fruits and soil, were also verified in the generated dense point cloud. The CloudCompare software was used to visualize the generated dense point cloud and measured tree and fruit features.

4. RESULTS

4.1 Interior Orientation Parameters estimation

Table 2 shows the estimated IOPs and the respective standard deviations. The standard deviation of the estimated focal length \(f\) and the principal point coordinates \((x_0, y_0)\) were less than 0.002 mm, as recommended by Campos et al. (2015) for close range photogrammetry applications.

<table>
<thead>
<tr>
<th>IOP</th>
<th>Estimated value</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f (mm))</td>
<td>2.2354</td>
<td>0.0011</td>
</tr>
<tr>
<td>(x_0 (mm))</td>
<td>-0.0110</td>
<td>0.0012</td>
</tr>
<tr>
<td>(y_0 (mm))</td>
<td>0.0209</td>
<td>0.0013</td>
</tr>
<tr>
<td>(K_1)</td>
<td>1.32104e-001</td>
<td>3.42336e-004</td>
</tr>
<tr>
<td>(K_2)</td>
<td>-1.58702e-002</td>
<td>7.91194e-005</td>
</tr>
<tr>
<td>(K_3)</td>
<td>5.62292e-003</td>
<td>8.45114e-006</td>
</tr>
<tr>
<td>(P_1)</td>
<td>-1.04975e-005</td>
<td>2.74641e-004</td>
</tr>
<tr>
<td>(P_2)</td>
<td>-1.47747e-004</td>
<td>3.02222e-004</td>
</tr>
</tbody>
</table>

Table 2. Estimated values of IOPs and the standard error.

The RMSE of discrepancies between control and estimated distances was 9 mm. The GSD (ground sample distance) of the fisheye images acquired in the calibration field varies from 1 to 8 mm, therefore, the calibration results can be considered consistent. Improvements in the system calibration technique can
be done including, for example, stability constrains. The average value of estimated distances between front and back cameras was 3.3 cm, which is compatible with the estimated sensor physical separations. The average of estimated ROPs are presented in Table 3.

<table>
<thead>
<tr>
<th>$\Delta \omega$ (°)</th>
<th>$\Delta \varphi$ (°)</th>
<th>$\Delta \kappa$ (°)</th>
<th>Bx (cm)</th>
<th>By (cm)</th>
<th>Bz (cm)</th>
<th>Dz (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.13</td>
<td>-0.15</td>
<td>179.13</td>
<td>1.50</td>
<td>1.13</td>
<td>2.33</td>
<td>3.35</td>
</tr>
</tbody>
</table>

Table 3. Average calculated values of ROPs components ($\Delta \omega$, $\Delta \varphi$ and $\Delta \kappa$ in degree and Bx, By and Bz in centimeter).

### 4.2 3D crop reconstruction.

The errors in control and check points comparing the estimated and the ground values were 3.2 cm and 3.8 cm, respectively. These errors are compatible with GPS-RTK accuracy and suitable for agricultural applications. A reprojection error of 0.7 pixels in the image coordinates was obtained in both control and check points, which is consistent with the image measurement error. The average of the distances between both sensors was 3.8 cm, which is compatible with the ROPs calculated in the calibration. The generated dense point cloud of orange orchard is presented in Figure 3. Figure 3a presents a top view of the generated 3D crop modelling and the green lines represent the cross sections. Figure 3b shows the longitudinal and transversal cross sections.

Interest features for agriculture can be obtained from dense point clouds, such as tree heights, volume, density, leaf area, ground cover, trees spacing and orange fruit diameter. As examples, Figure 4a shows a tree height measurement in the generated point cloud using CloudCompare. A Canopy Height Model could also be generated by subtracting the treetops from the ground height. Figure 4b presents an example of the 3D reconstruction of a single orange fruit, the diameter measurement of it and the fitted sphere option in CloudCompare software. Table 4 shows the measurements of ten tree heights, which are compared with the heights directly measured in the field. Four diameters of orange fruits were manually measured in the generated point cloud, as presented in Figure 4b. In addition, spheres were fitted for each orange point cloud in CloudCompare (Figure 4b). Table 5 presents the diameters that were manually measured and automatically estimated by sphere adjustment, as well as the estimated precision ($\sigma$) of the fitted spheres. The diameters measured in the generated point cloud are compared of the fruit diameters in the orange orchard, which values are around 6 cm.

Other parameters can be extracted from the dense point cloud, such as leaf area, canopy roughness and volume. Furthermore, exposed soil can be detected from classification of dense point cloud.

### 5. CONCLUSION

This paper presented a feasibility study of a low-cost omnidirectional system (GoPro Fusion) for orange orchard mapping. The results showed the potential of an omnidirectional system for 3D modelling of agricultural crops, achieving centimetre accuracy in the check points. Important attributes for digital agriculture can be accurately obtained from a terrestrial dense point cloud, such as tree heights and fruit measurements, which sometimes are not available from an aerial perspective. On the other hand, the tops of high trees can be occluded in terrestrial perspective. Therefore, a full-mapping of the agricultural crops can be achieved combining multi-sensor data, such as aerial images, LiDAR data and multispectral and hyperspectral images.

The GoPro Fusion is a low-cost sensor and the use of two fisheye lenses make it a light-weight omnidirectional system, which can be integrated in a portable mobile mapping system. The recent advances both in camera hardware and sensor models, have enabled the development of mobile mapping alternatives using...
omnidirectional system. A system with fisheye lenses can be a feasible choice, in which a low number of images are necessary compared to perspective cameras. The large FoV can be considered more important than high resolution with perspective image for the feasibility of mobile mapping application, as discussed by Caruso et al. (2015). The benefits on using large FoV images were presented in details by Zhang et al. (2016). Therefore, fisheye models have been implemented in scientific and commercial software due to the growing use of fisheye images for accurate applications, which can be considered a trend in CRP. In this direction, in our work we have used a friendly-user commercial software. Agisoft Metashape can be considered a suitable software for 3D reconstruction with fisheye images for agricultural purpose showing the potential of the use of large FoV images by non-specialist users.

However, some limitations when using a dual-fisheye camera can be highlighted. Some concerns about fisheye geometry treatment still remain, mainly for dual-fisheye cameras. The equidistant fisheye model, implemented in Agisoft Metashape, is not suitable for objects projected in the hyper-hemispheric image field. To circumvent this limitation, Song et al. (2018) used equidistant projection combined with a polynomial model. The use of hyper-hemispheric points requires further investigations, which will be discussed in future works. Campos et al. (2018) presented improvements in the calibration of a dual-fisheye system when considering stability of ROPs as constraints. ROPs cannot be used as constraints in Agisoft Metashape software, which can be suggested as a future work to improve the calibration results.
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