POSITION ACCURACY ANALYSIS OF A ROBUST VISION-BASED NAVIGATION SYSTEM
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ABSTRACT:

Using images to determine camera position and attitude is a consolidated method, very widespread for application like UAV navigation. In harsh environment, where GNSS could be degraded or denied, image-based positioning could represent a possible candidate for an integrated or alternative system. In this paper, such method is investigated using a system based on single camera and 3D maps. A robust estimation method is proposed in order to limit the effect of blunders or noisy measurements on position solution. The proposed approach is tested using images collected in an urban canyon, where GNSS positioning is very un-accurate. A previous photogrammetry survey has been performed to build the 3D model of tested area. The position accuracy analysis is performed and the effect of the robust method proposed is validated.

1. INTRODUCTION

Navigation solution in GNSS (Global Navigation Satellite system) denied or degraded environment has a growing demand. Satellite navigation has to be aided or replaced by other sensors in urban canyon or in-door scenarios. In such cases GNSS signals are blocked by artificial obstacles strongly degrading position accuracy or denying navigation (Angrisano et al., 2013). Other Radio Frequency (RF) signals are used for positioning where GNSS measurement are corrupted or insufficient. In in-door application Wireless Local Area Network (WLAN) based position methods are the most common. The preferred approach in signal degraded scenario is to use self-contained autonomous navigation as Inertial Navigation Systems (INS) integrated (Fisher, 2011a).

Another approach is the use of natural signal as magnetic field or light that provides measurement to many different non-GNSS methods. Visual sensors (e.g. cameras) play a key role in the last approach and are the main candidates to become an attractive substitute to GNSS thanks to the recent expansions in computational capability and in computer vision. Navigation system based on camera sensors are dived in two categories: vision-aided navigation system and vision-based navigation system. The first uses camera to provide measurement to aid a dynamic model of sensor motion (Indelman et al., 2012a; Indelman et al., 2012b). Vision-aided navigation produce an alternative and highly complementary system for constraining inertial drift. Vision-based navigation System, instead, localize body in-built with sensor processing only measurements provided by the camera-image. The analysis of image-scene provides significant landmarks enabling goal-seeking navigation. Among this category falls the structure for motion (SfM) and Bundle Block Adjustment (BBA) (Triggs et al., 2012; Indelman, 2012c; Engels, 2006). The common approach uses the images captured by camera to match against the expectation (prior knowledge of the navigation environment) in order to estimate camera position and attitude (Li et al.2011).

One challenge with navigation system based on natural signal, such as vision based, is the need for a reliable map, or “world model”, which is required in order to make use of the natural measurements (Fisher et al., 2011b). This knowledge is fundamental when the navigation system is based on a single camera, like the case study. The use of 3-D maps of the navigational environment for camera positioning is possible considering photogrammetric method. Camera image is matched with 3-D map in real-time. The world coordinates of matched and identified points are transferred from 3-D map to current image; image coordinates of identified points are used as measurements and processed for camera positioning (Li et al.2011). The estimation method adopted in this study is the Space Resection Solution (SRS) (McGlone et al. 1980) based on Least Squared solution of measurement model. During the identification process, especially when performed automatically, outliers could occur and affect the position accuracy, reliability and, in worst case, cause solution failure.

In this study, a robust method for vision-based navigation system is proposed. In the space resection estimation process a robust approach is applied using a modified Huber M-estimator (Gaglione et al., 2017; Huber, 1981). In the Iteratively Reweighted Least-Squares (IRLS) a proper weighting matrix is applied to reduce the influence of leverage observables. The performance of proposed method is verified using images collected in an urban canyon scenario and results are showed. The reminder of this paper is the following: in section 2 detail on the adopted vision-based navigation system and on the proposed estimation method are provided; section 3 is focused on experiments and results analysis; section 4 completes paper with conclusions.
2. VISION BASED NAVIGATION SYSTEM

2.1 Image Based Position Methods

Actually, localization services are in great demand. Of course, the traditional and advanced GNSS positioning techniques provide a reliable and accurate solution in outdoor environments, but their accuracy and reliability strongly decrease in urban canyon as well as in indoor positioning. Promising image-based techniques allow obtaining the position and attitude of a camera. Several methodologies were developed in recent years, especially from the mobile robot community. These approaches can be divided into three main categories: Multi-view geometry; Stereo-view geometry; Single-view geometry.

The Multi-view geometry is based on processing of image sequence, generally, the solution can be achieved in two different ways: in real-time or in post-processing. Strictly speaking the former approach continually estimates the camera position and attitude, for each image of the sequence. The camera localization is performed image by image. Generally, at the end of a single process such approach provides a pose estimation for each camera, therefore every time that a new image is added to the sequence the process estimates a new position for all images of the sequence (Wang et al., 2007). The most popular algorithm based on this type of approach is named SLAM (simultaneous localization and mapping), that allows to track the position of the camera during the navigation and to map unknown environments simultaneously (Bailey et al., 2006). The second approach is based on the classical photogrammetric procedures and algorithms, such as Bundle Adjustment, finding both the cameras positions and mapping in post processing (Troisi et al., 2017). Stereo-view geometry is the oldest method employed to determine position of a robot in a known or unknown environment. Such approach would simulate the human vision system and it based on two cameras, constrained by a fixed distance. Generally, such approach is employed to estimate the relative position and orientation to an obstacle, in order to avoid it (Sabe et al., 2004).

Single view geometry is used to estimate the position and attitude of a camera in a specific reference system. Such methodology is generally based on the reference landmark and it estimates position and attitude of a camera image by image independently (Xun et al., 2011). Two popular algorithms are widely employed by the mobile robot community as well as by the computer vision and photogrammetric community: DLT (Direct Linear Transformation) and SRS (Space Resection Solution). Both allow to estimate the camera pose (position and attitude of a camera) with respect to a generic reference system, starting from the observation of several GCPs (Ground Control Points). Specifically, the DLT finds the solution setting up a linear equation model in the projective space, it needs at least six non-coplanar GCPs (Richard et al., 2003). On the other hand, the SRS provides the solution using three GCPs not aligned (McGlone, 1980). Other methodologies are applied to a single view geometry, such as a self-localization based on the relative position of the camera and straight lines recognized on both sides of the corridor (Hayashi et al., 2009).

In this work the single-view geometry approach has been employed to estimate the position of the camera. Specifically, such methodology is based on the Space Resection Algorithm and it introduces new approaches in order to increase the reliability and robustness of the methodology with outliers as well.

2.2 System Architecture

In this work, the experimentation approach is based on the comparison between the camera position solution, obtained using SRS, and classical topographic procedures. Basically, a photogrammetric survey of the scene was performed using several images, in according to the best practices recommended for this type of survey (Pierrot-Deseilligny et al., 2011) (Del Pizzo & Troisi, 2011), such as convergent images, a sufficient number of GCPs in order to limit the deformations and to obtain a georeferenced 3D model (Mikhail et al., 2001). Hence, the image acquired during the survey operations have been processed by a photogrammetric software using the classical procedure of Bundle Block Adjustment, which provides, as final results, a sparse 3D model of the scene and all images positions and orientations as well. Furthermore, image-matching operations were carried out in order to obtain a dense 3D point cloud (Figure 1).

Figure 1. Raw dense 3D point cloud obtained from the post-processing of the photogrammetric survey. Blue flags are the GCPs used in SRS.

The obtained 3D model is scaled and georeferenced, it can provide further GCPs to use as input in developed SRS approach. Afterward, other images have been acquired in the same scenario to investigate SRS algorithm results. Summarizing, the designed system provides two solutions for an image position: one obtained using the SRS approach, while the second provided by a classical topographic survey. Let assume the latter solution as reference, an analysis of SRS (using several approaches) error is carried out. Furthermore, synthetic outliers have been introduced in the GCPs coordinates in order to inspect the reliability of several SRS approaches. The Figure 2 shows the designed system architecture employed for the inspection operations.
2.3 Space Resection

The exterior orientation parameters of the camera, the sensor of the proposed vision-based navigation system, is computed by resection with respect to a 3D world reference frame. The resection is based on the linearization of collinearity equations (1), that describe the transformation of object coordinates \((X, Y, Z)\) into corresponding image coordinates \((x', y')\).

\[
x' = x_0 + c_r \frac{r_{13}(X - X_0) + r_{23}(Y - Y_0) + r_{33}(Z - Z_0)}{r_{33}(X - X_0) + r_{32}(Y - Y_0) + r_{33}(Z - Z_0)} + \Delta x' \\
y' = y_0 + c_r \frac{r_{23}(X - X_0) + r_{32}(Y - Y_0) + r_{23}(Z - Z_0)}{r_{33}(X - X_0) + r_{32}(Y - Y_0) + r_{33}(Z - Z_0)} + \Delta y' \\
\]

where \(r_{ij}\) are elements of the 3D rotation matrix \(R\), performing a rotation from the image camera to the object reference system, while \((X_0, Y_0, Z_0)\) are the coordinates of camera perspective point in object reference frame (Figure 3):

\[
\begin{bmatrix} x' \\ y' \\ c' \end{bmatrix} = R \begin{bmatrix} X - X_0 \\ Y - Y_0 \\ Z - Z_0 \end{bmatrix} \\
\]

The image coordinates are function of:

- the interior orientation parameters: \(x_0, y_0, c, \Delta x', \Delta y'\); respectively; principal point coordinates, camera focal length and relative deviation due to distortion effects;
- the exterior orientation parameters \((X_0, Y_0, Z_0, \omega, \varphi, \kappa)\), where last three elements are rotation angles: \(\omega\) (tilt horizontal axis), \(\varphi\) (roll around azimuth axis), \(\kappa\) (roll around optical axes), as shown in Figure 3.

The six exterior orientation parameters define the 6 degrees of freedom, i.e. 3 positions and 3 orientations of the vision sensor with respect to the world coordinate system.

The collinearity equation system (1) can be rewritten in the following system of correction equations:

\[
x' = x'_0 + vx' \\
y' = y'_0 + vy' \\
\]

where \((x'_0, y'_0)\) are the image coordinates computed using approximated exterior orientation parameters, while \((vx', vy')\) are the adjustment parameters to obtain \((x', y')\), the correct image coordinates. The adjustment parameters can be obtained by linearization of the equation (1), using as initial point the approximated orientation parameters employed to compute \((x'_0, y'_0)\):

\[
\begin{bmatrix} vx' \\ vy' \end{bmatrix} = \begin{bmatrix} \delta x & \delta y & \delta z \\ \delta x' & \delta y' & \delta z' \end{bmatrix} \begin{bmatrix} dx_0 \\ dy_0 \\ dz_0 \end{bmatrix} \\
\]

The measurement model of the vision-based navigation system is obtained substituting (4) in (3):

\[
z = H \cdot \Delta x + \epsilon \\
\]

where the observation vector, the design matrix and unknown vector are:
In this work, in the estimation. In this work, until the convergence is
\[ \mathbf{z} = \mathbf{x}^* - \mathbf{x}_0^* , \]

where \( \mathbf{H} \) is the information matrix, in order to avoid
the potential harmfulness of leverage observations (Leick, 2004).
Fundamentals of the robust estimation theory were established by
Box (1953) and later developed by other researchers (Hampel et al.,
1986). Robust estimation methods are inherently resistant to
gross errors, and some classes of them are based on the LS
residuals:
\[ r = \mathbf{z} - \mathbf{H} \cdot \Delta \mathbf{x} \quad (6) \]
where \( \Delta \mathbf{x} \) is the LS estimation.
To reduce or remove the influence of gross errors, some class of
robust estimators (e.g. M-estimators) adjust the measurement
weights, using them in a Weighted Least Squares (WLS)
approach to compute the solution (Huber, 1981).
Several robust estimators exist and belong to three main classes:
M-estimators, L-estimators and R-estimators (Hampel et al.,
1986). In this paper, the first class was chosen, considering the results
obtained by previous analysis from application in GNSS
context (Gaglione et al., 2017).
M-estimators have been introduced by Huber (1964) as a
generalization of maximum likelihood estimators. It is related to
least squares procedures and minimizes the objective function \( \rho \) as follows:
\[ \min \sum_{i=1}^{m} \rho (r_i) = \min \sum_{i=1}^{m} \rho (z_i - H_i \cdot \Delta x) \quad (7) \]
where \( m \) is the number of the observations, \( r_i \) and \( z_i \) are
respectively the \( i \)-th element of residuals and the uncorrelated
measurements vectors, \( H_i \) is the \( i \)-th row of the design matrix \( \mathbf{H} \),
and \( \Delta x \) is the state vector.
The method applied in this study is an IRLS (Wieser et al., 2002)
where weights depend on the residuals. According to this
approach, starting from an initial WLS estimate \( \Delta \mathbf{x} \), residuals are
computed and weights are adjusted, then a new WLS estimate is
solved, and the process is repeated until the convergence is
achieved. In order to adjust weights at each iteration, Huber’s M-estimator
uses the following weight function:
\[ (w_i)_{j+1} = \begin{cases} 
1, & \left| \frac{(r_i)}{\sigma_0} \right| \leq k \\
\frac{k}{\left| (r_i) \right|/\sigma_0}, & \left| \frac{(r_i)}{\sigma_0} \right| > k
\end{cases} \quad (8) \]
where \( k \) is the tuning constant (set to 1.345), \( \sigma_0 \) is the standard
deviation of the residuals (Knight et al., 2009) and \( j \) indicates the
iteration.
The Huber method provides the solution by changing the weights
assigned to the observations at each iteration, hence \( w_i \) is a key
parameter in the estimation. In this work, the a priori weight matrix \( \mathbf{W} \)
has been computed by using the redundancy matrix \( L \):
\[ L = I - H (H^T H)^{-1} H^T \quad (9) \]
The trace of the matrix \( L \) is the total redundancy (or the degree of
freedom) of the measurement model, that is \( (m-n) \), where \( m \) is
the number of observations and \( n \) the number of unknowns; the
i-th diagonal element \( l_i \) of \( L \) is called “redundancy number” and
is the contribution of the i-th measurement to the total
redundancy (Schaffrin, 1997).
The redundancy number assumes values between 0 and 1. Small
values of \( l_i \) (near 0) correspond to measurements providing little
contribution to total redundancy and so hardly controlled; on the
other hand, approximately equal values of \( l_i \) are desirable, being
every measurement controllable.
Measurements with small \( l_i \) values are leverage observations and
have high potential to influence the solution; if a blunder or
a large bias is present on a leverage observation, harmful effects
can be evident on the position.
Furthermore, a modified approach of Huber method is adopted
by the authors in order to take into account weights from the
previous iteration (Yang, 1994). In detail, at each iteration, the
weight matrix has been updated: the i-th diagonal element \( w_i \) of
the new weight matrix \( \mathbf{W} \) is determined as follows:
\[ (w_i)_{j+1} = \begin{cases} 
(w_i), & \left| \frac{(r_i)}{\sigma_0} \right| \leq k \\
\frac{k}{\left| (r_i) \right|/\sigma_0}, & \left| \frac{(r_i)}{\sigma_0} \right| > k
\end{cases} \quad (10) \]
The current weight matrix is expressed as follows:
\[ \mathbf{W} = \text{diag}([w_1 \ldots w_m]) \quad (11) \]
In the proposed approach, as initial weight in Huber iterative
method, the diagonal element of the Redundancy matrix \( L \) is
considered.
3. TEST AND RESULTS

3.1 Image Set-Up

In order to validate the robustness of the proposed approach on space resection two different images are considered (Figure 4). Pictures were collected in two different day-time (A-image during afternoon, B-image during the morning), and focus almost same buildings. The relative distance between camera and buildings is different in both images, respectively about 32 and 12 meters respectively. Different distances were chosen in order to evaluate the influence of the distance camera – object on position accuracy.

![Figure 4. Two Processed Images](image)

Both images were shot by a Nikon 800E camera with a 20mm lens. The lens was calibrated with a standard photogrammetric procedure in order to obtain the camera interior orientation parameters (Fraser, 1997; Faugeras et al. 1992, Remondino & Fraser, 2006). The image coordinates of the same 8 points were extracted from both images (Figure 5) (0).

![Figure 5. Points’ Position on images](image)

<table>
<thead>
<tr>
<th>Point ID</th>
<th>A-Image Coordinate</th>
<th>B-Image Coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x (px)</td>
<td>y (px)</td>
</tr>
<tr>
<td></td>
<td>x (px)</td>
<td>y (px)</td>
</tr>
<tr>
<td>1</td>
<td>2558,4585</td>
<td>215,8849</td>
</tr>
<tr>
<td>2</td>
<td>2671,5542</td>
<td>225,9325</td>
</tr>
<tr>
<td>3</td>
<td>2780,8618</td>
<td>236,7529</td>
</tr>
<tr>
<td>4</td>
<td>2887,0322</td>
<td>245,6562</td>
</tr>
<tr>
<td>9</td>
<td>2701,5825</td>
<td>1407,0952</td>
</tr>
<tr>
<td>10</td>
<td>2685,2332</td>
<td>1482,6410</td>
</tr>
<tr>
<td>11</td>
<td>2736,7708</td>
<td>1628,0031</td>
</tr>
<tr>
<td>12</td>
<td>2790,8430</td>
<td>1787,9521</td>
</tr>
</tbody>
</table>

Table 1. Markers’ Image Coordinates

<table>
<thead>
<tr>
<th>Marker ID</th>
<th>UTM Coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Easting (m)</td>
</tr>
<tr>
<td>1</td>
<td>439655,3769</td>
</tr>
<tr>
<td>2</td>
<td>439650,6441</td>
</tr>
<tr>
<td>3</td>
<td>439645,9769</td>
</tr>
<tr>
<td>4</td>
<td>439641,3319</td>
</tr>
<tr>
<td>9</td>
<td>439667,8666</td>
</tr>
<tr>
<td>10</td>
<td>439669,84</td>
</tr>
<tr>
<td>11</td>
<td>439669,8644</td>
</tr>
<tr>
<td>12</td>
<td>439669,8754</td>
</tr>
</tbody>
</table>

Table 2. Points’ World Coordinates

3.2 Position accuracy analysis

The robust approach adopted in space resection is detailed in section 2 and it is based on the combined use of a robust estimation method, Huber M-estimator, with a proper initial weight matrix, the redundancy matrix. Also the single contribution of these single method is studied. So the compared configurations, implementing space resection, are:

- The one using as estimation method a WLS with diagonal element of redundancy matrix as weights, indicated as RLS;
- The one using as estimation method a Huber IRLS, indicated as HIRLS;
The one based on the combined use, that represent the proposed approach, indicated as WHIRLS.

The previously mentioned configurations are compared with the baseline one, where LS is the adopted estimation method.

The figure of merits adopted for the comparison are the horizontal and vertical components of the position error that is computed using a very accurate camera position. This reference is obtained by a topographic survey in case of B-image while for A-image it was used the bundled adjusted camera position obtained during the 3D model build.

In Table 3, results are summarized.

<table>
<thead>
<tr>
<th>Image</th>
<th>Conf.</th>
<th>Horizontal Error (m)</th>
<th>Vertical Error (m)</th>
<th>PDOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>LS</td>
<td>50.34</td>
<td>63.50</td>
<td>3.91e+04</td>
</tr>
<tr>
<td>A</td>
<td>RLS</td>
<td>42.20</td>
<td>59.64</td>
<td>2.62e+04</td>
</tr>
<tr>
<td>A</td>
<td>HIRLS</td>
<td>60.60</td>
<td>65.62</td>
<td>5.49e+04</td>
</tr>
<tr>
<td>A</td>
<td>WHIRLS</td>
<td>50.57</td>
<td>60.31</td>
<td>3.10e+04</td>
</tr>
<tr>
<td>B</td>
<td>LS</td>
<td>1.77</td>
<td>3.62</td>
<td>2.10e+02</td>
</tr>
<tr>
<td>B</td>
<td>RLS</td>
<td>1.86</td>
<td>3.79</td>
<td>2.16e+02</td>
</tr>
<tr>
<td>B</td>
<td>HIRLS</td>
<td>1.18</td>
<td>3.10</td>
<td>1.91e+02</td>
</tr>
<tr>
<td>B</td>
<td>WHIRLS</td>
<td>1.08</td>
<td>3.02</td>
<td>1.88e+02</td>
</tr>
</tbody>
</table>

Table 3. Camera Position Error

According with the theory, the space resection solution is more accurate when camera is close to the markers (B-image case). Indeed, when the camera is far from the object, the GCPs appear more concentrated on the image; this is confirmed by geometry analysis: in A-image case, PDOP has two orders greater than B-image so the different accuracy.

The proposed method has more accurate result for B-image while in A-image RLS has best performance.

To verify the robustness of proposed approach a blunder measurement was intentionally introduced among observation. In particular the point 2 was placed on another building corner simulating a gross error performed by the automated identification method.

With this data set, the compared configurations have the performance shown in Error. L’origine riferimento non è stata trovata.

<table>
<thead>
<tr>
<th>Image</th>
<th>Conf.</th>
<th>Horizontal Error (m)</th>
<th>Vertical Error (m)</th>
<th>PDOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>LS</td>
<td>53.76</td>
<td>84.75</td>
<td>3.50e+04</td>
</tr>
<tr>
<td>A</td>
<td>RLS</td>
<td>45.34</td>
<td>79.49</td>
<td>2.78e+04</td>
</tr>
<tr>
<td>A</td>
<td>HIRLS</td>
<td>49.61</td>
<td>62.99</td>
<td>3.37e+04</td>
</tr>
<tr>
<td>A</td>
<td>WHIRLS</td>
<td>44.07</td>
<td>59.68</td>
<td>2.50e+04</td>
</tr>
<tr>
<td>B</td>
<td>LS</td>
<td>4.12</td>
<td>3.68</td>
<td>1.96e+02</td>
</tr>
<tr>
<td>B</td>
<td>RLS</td>
<td>4.16</td>
<td>4.90</td>
<td>2.37e+02</td>
</tr>
<tr>
<td>B</td>
<td>HIRLS</td>
<td>2.49</td>
<td>4.37</td>
<td>2.18e+02</td>
</tr>
<tr>
<td>B</td>
<td>WHIRLS</td>
<td>2.60</td>
<td>4.55</td>
<td>2.24e+02</td>
</tr>
</tbody>
</table>

Table 4. Camera Position Error with blunder on marker 2

A blunder among observations of this entity (few pixels on image) has more effect on space resection performed with camera close to markers (B-image) while for A-image the camera position error has a slight deterioration. The robust proposed method has the best performance where the blunder has more effect, confirming the validity of the method.

4. CONCLUSIONS

In this paper, the performance of a non-GNSS navigation systems based on natural signal as light is studied. A robust monocular vision-based navigation system with a single camera and 3-D map is proposed. The robustness of the proposed method is verified using real data. Two collected images in an urban canyon, critical environment for GNSS positioning, are processed. The first analysis outlines are that position accuracy depends from distance between camera and points, whose coordinates are processed. In case of relative distance between camera and GCPs of about 30 meters an accuracy on position of about 50 meters occurs. This performance could be useful in the integration with other navigation system, i.e. GNSS, whose performance strongly degraded in this critical scenario.

In the first considered scenario (where no blunders are present), the proposed method provides slight improvement on closest image, while in case of outliers, intentionally considered in image coordinate of one point, the robust approach gave more promising performance.

In conclusion, the experimental results show that the vision-based navigation system guarantees an improved positioning in scenario where GNSS has problems. The robust approach gave promising results duly absorbing the effect of blunder among measurements.

In future works more experiment will be conducted; moreover, the use of a fish-eye lens will be considered, because of its ability to have in a single image a more distributed scene among the camera, improving the geometry problem.
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