3D Modeling for Rock Art Documentation using Lightweight Multispectral Camera
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ABSTRACT:

This paper discusses the use of the lightweight multispectral camera to acquire three-dimensional data for rock art documentation application. The camera consists of five discrete bands, used for taking the motifs of the rock art paintings on a big structure of a cave based on the close-range photogrammetry technique. The captured images then processed using commercial structure-from-motion photogrammetry software, which automatically extracts the tie point. The extracted tie points were then used as input to generate a dense point cloud based on the multi-view stereo (MVS) and produced the multispectral 3D model, and orthophotos in a different wavelength. For comparison, the paintings and the wall surface also observed by using terrestrial laser scanner which capable of recording thousands of points in a short period of time with high accuracy. The cloud-to-cloud comparison between multispectral and TLS 3D point cloud show a sub-cm discrepancy, considering the used of the natural features as control target during 3D construction. Nevertheless, the processing also provides photorealistic orthophoto, indicates the advantages of the multispectral camera in generating dense 3D point cloud as TLS, photorealistic 3D model as RGB optic camera, and also with the multiwavelength output.

1. INTRODUCTION

Rock art is a historical heritage, consisting of pictographs and petroglyphs, painted or engraved thousands of years ago by prehistoric peoples. Since the paintings have been existing for an extended period, the pictographs have facing the degradation process due to natural factors such as weather, animals, microorganisms, as well as a risk due to the vandalism by humans (Bendicho et al., 2017; Domingo et al., 2013). Rock art considered as fragile natural heritage object, as it having progress degradation due to the factors mentioned, thus documenting the motifs into digital form is essential for future reference, research, and dissemination (Bendicho et al., 2017; Domingo et al., 2013).

Documenting the precise rock art geometry is increasingly demanding in cultural heritage (Georgopoulos & Stathopoulos, 2017). Various techniques are available to record the geometry of the paintings such as direct tracing and rubbing (Brayer et al., 1998; Delporte, 1994), photography (Domingo et al., 2015), laser scanning (Lerma et al., 2014) and photogrammetry (Lerma & Muir, 2014). Tracing and rubbing are the classical methods widely used to document the geometry of the motifs, but the method having a risk on damaging the paintings due to the pressure applied during documentation work. Furthermore, the recording techniques are also having the distortion problem (López-Montalvo & Sanz, 2005), where the trace of the irregular surface transformed into two-dimensional plain media. When the documentation project involving large motifs, then storing into manageable scales also problematic (Sanz, 2014).

The photography method in the other hand reduced the damaging effect during the data collection process by tracing the motifs digitally. The captured images from the digital camera can be transferred into the imaging software for enhancement and scales into any size required since the image stored in a digital format (Domingo et al., 2015). However, the photographic task usually produced distorted imagery, therefore, to reduce the distortion effect, the camera’s optical axes placed orthogonally as possible to the motifs during data acquisition (Domingo et al., 2013).

Documentation by the digital three-dimensional (3D) model is well known when the actual metric dimension is taken into consideration (Georgopoulos & Stathopoulos, 2017). The 3D data can be acquiring either base on the range-based or image-based modeling. Regarding range-based modeling, terrestrial laser scanner (TLS) capable to observe and record thousands of points in a short period and the produced high accurate point cloud. However, the device usually not preferable for data acquisition tools among archaeologist due to the budget constraint (Beraldin et al., 2011). Even though the instruments getting smaller and handy to transport into the remote rock art site not like before, but the price of the tools still become the main limitation (Bendicho et al., 2017). Moreover, to use the TLS usually required well-trained and skilled personnel, while for data acquisition in the field of rock art usually employ the volunteers.

In contrast, image-based modeling by photogrammetry provides a more affordable solution in generating 3D point cloud as similar to TLS but derives from the imagery and the mathematical model. Current photogrammetry technique which combined with computer vision (CV) algorithm, known as structure-from-motion (SFM) and multi-view stereo (MVS) capable of generating the 3D model and orthophoto automatically. With SFM, the tie point automatically detected using SURF (Lowe, 2004) or SIFT (Bay et al., 2008) from image pair and generating the sparse point cloud. The input from the SFM then uses to generate the dense point cloud using MVS for further output such as photorealistic 3D model and orthophoto (Barazzetti et al., 2012).

However, regarding rock art documentation problem which facing deterioration process, the paintings getting blur and faded. Moreover, in some cases, the precise geometry of the paintings...
are hardly to identify due to the superimposition layer between pictographs. Therefore, using the photorealistic 3D model and orthophoto are insufficient to detect the faded paintings as well as distinguish overlapped drawings (Sanz, 2014). Nevertheless, the tool such as NIR cameras (Fredlund & Sundstrom, 2007) is often used to record the invisible features of the objects. Moreover, the multispectral cameras are used in rock art documentation due to the advantages of recording spectral responses (Del Pozo et al., 2017) as an enhancement to NIR cameras, enable the analysis such as correct color analysis (Bianco et al., 2011), pigment classification (Cosentino, 2015), and distinguish between the over-painted layer of pigments (Skoog et al., 2016). The modification of standard color digital camera into full spectrum camera provides capability of capturing a variety of imagery in a different wavelength by utilizing a wide range of bandpass filters up to 1200nm (Verhoeven, 2016). However, the modification process is not an easy task because it requires a dust-free environment and specialized skill. Otherwise, any error will harm the camera system (Verhoeven, 2016). Moreover, using the single lens multispectral camera requires the focus to be set depending on the bandpass filter due to changes on principal distance with the wavelength (Robson et al., 2014) and takes a long time for observation at the site (Pamart et al., 2017).

Nowadays, the state-of-the-art multispectral cameras which is small and lightweight are available in the market, designed to be mount on the UAV for agriculture purpose. Not limited to the UAV platform, the miniature multispectral cameras also can be exploited as a close-range photogrammetry tool. The acquired imageries from the camera later can be processed using SfM photogrammetry tool to generate the 3D model and orthophoto. The output from the processing then can use for geometric documentation based on the multispectral layers, which can be analyzed base on different wavelengths. Thus, this paper aims to evaluate the potential of using the lightweight multispectral camera for rock art geometric documentation using SfM photogrammetry.

In this paper, the multispectral camera was used to capture the rock art motifs on the wide rock shelter at the Gua Tambun. Located at Ipoh town, Perak, Gua Tambun is a largest rock art site at Peninsular Malaysia having a great size of pictographs in different form and color on the main panel (Tan & Chia, 2012). The main panel (Figure 1) is about 10m wide and 4m high, located about 6m from the cave floor, which has an altitude of 50m from the ground (Tan & Chia, 2012).

## 2. 3D MODELING BY MULTISPECTRAL CAMERA

### 2.1 Camera Specifications

In this project, the Micasense RedEdge multispectral camera (Figure 2) was used to capture the rock art painting of Gua Tambun. The multispectral camera contained five discrete CMOS sensors allows to capture narrowband wavelength (Table 1). For every single capture generates a set of five images of mentioned wavelength for the same scene. The camera was calibrated using photogrammetric self-calibration bundle adjustment technique for metric modeling.

![Micasense RedEdge multispectral camera](image1)

Figure 2: Micasense RedEdge multispectral camera.

<table>
<thead>
<tr>
<th>Band</th>
<th>Centre Wavelength (nm)</th>
<th>Bandwidth (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue</td>
<td>475</td>
<td>20</td>
</tr>
<tr>
<td>Green</td>
<td>560</td>
<td>20</td>
</tr>
<tr>
<td>Red</td>
<td>668</td>
<td>10</td>
</tr>
<tr>
<td>Red-edge</td>
<td>717</td>
<td>10</td>
</tr>
<tr>
<td>Near-infrared (NIR)</td>
<td>840</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 1. RedEdge multispectral specifications.
2.2 Close-range photogrammetry data acquisition using the multispectral camera

The camera was set on the tripod and placed in arbitrary position, about 10m from the wall for data capture. Since the camera manufactured without a viewfinder on the camera’s body for aiming the object, thus the image was viewed through the camera’s web interface, which requires Wi-Fi connection between the camera and tablet for communication. The camera web interface also provided virtual trigger button to allow the manual image capture. The images acquired about 85% overlap with three different height setting to ensure a good 3D reconstruction. The data collection only focused on the main panel area which has containing few numbers of the painting for documentation.

There was also GNSS connection problem at the site, caused by the massive structure of the cave (about 50m height from ground level) blocking the signal to receive by the camera’s GPS module. Therefore, no georeferenced information tagged into the image for alignment processing. Moreover, no any marker allowed to be put into the wall surface for the control point. Therefore, as this project to evaluate the capability of lightweight multispectral for 3D documentation, control points were extracted from TLS point cloud for datum definition. The selected points consisted of decent texture to ensure it can be detected and located on the multispectral imagery. Overall, ten points selected for scaling and orientation of the model, which six points were used as control targets while the rest of four points utilized as checkpoints.

2.3 Multispectral image processing for geometric modeling

Agisoft PhotoScan were used to reconstruct the multispectral imagery into the 3D model in this study. Before the processing begins, each image was inspected for the blur and poor quality to make sure it does not use for processing. A few sets of images were filtered out and keep the suitable images with good quality and overlap, which only 53 out of 85 set were used for 3D reconstruction. PhotoScan capable of processing multispectral imagery by selecting any processing band as the primary channel for generating 3D point cloud during processing. When using the default selection set by the software, PhotoScan generates a color point cloud, by taking the visible band into processing. However, if any band choose for primary channel processing, e.g., the green band, then a monochrome 3D model based on green channel displays on the processing area. This paper was used default selection for point cloud reconstruction and generated a set of multi-layers 3D model and orthophoto.

The pre-calibrated camera parameters based on photogrammetric self-calibration bundle adjustment technique were used to ensure the correct interior parameter and camera orientation computed during the photogrammetric processing (Luhmann et al., 2016; Remondino & Fraser, 2006). The generated tie point examined and filtered out the error based on the image count, reprojection error, reconstruction uncertainty and projection accuracy (James et al., 2017) to improve the accuracy of the final model. The adjusted sparse point cloud then used as input for detail dense point cloud by using multi-view stereo method. The dense point cloud later exploited for multispectral 3D modeling and orthophotos generation. As aforementioned, PhotoScan generated multi-layer orthophotos, thus, to export a single channel orthophoto for spectral analysis can be realized by raster calculator tool.

3. DATA ACQUISITION AND 3D MODELING BY TLS

Regarding 3D modeling by TLS, the Faro Focus 3D (Figure 3) was used by placing the device and sphere targets at strategic locations during data acquisition. The measurement set to medium resolution for manageable point cloud output used for processing using Faro Scene software. The sphere targets used to register the point cloud from three different scanning station on Faro Scene. The generated point cloud then integrated with images information from the built-in Red-Green-Blue (RGB) camera to produce color point cloud and useful for visualization.

4. EXPERIMENTAL RESULTS

Based on the SfM processing, 64,376 cleaned sparse point cloud used to reconstruct 3D dense point cloud contained a total of 4,748,512 points with RMS of 0.292m (0.494 pixels), obtained (Figure 4). Considering the natural features employed to mark the control point from TLS data into the multispectral point cloud, some of the points were not precisely located, with the maximum error was at GCP11 (0.039m) and total RMSE of control and checkpoints gained 2.282cm and 2.463cm, respectively.

The reconstructed multispectral 3D dense point cloud then saved into *.laz format and exported to CloudCompare for analysis. Data of multispectral were aligned to TLS point cloud using iterative Closest Point (ICP) algorithm, with 5 million points in random sampling limit to ensure all the multispectral point cloud counts for alignment.

Based on Figure 5, the final RMS for alignment yields 0.015m. Most of the compared area shows good correspondence with mean distance error 0.008m and standard deviation of 0.013m. The comparison achieved the result of distance discrepancies <0.016m at a 95% confidence interval. The substantial error observed in the multispectral point cloud caused by weak overlap which has a small number of projected points during 3D construction especially at the edge area of the model shown by the white and red color. Moreover, the discrepancies arise at the outside of the control point area indicates the importance of the control frame on the modeling process.
Figure 4: Point cloud reconstruction from SfM: (a) cleaned sparse point cloud, and (b) 3D dense point cloud of multispectral imagery based on default channel selection in PhotoScan with the distribution of control point (yellow point flag) and checkpoint (red point flag).

Figure 5: Cloud-to-cloud distance comparison between multispectral and TLS data.
Figure 6: The visual comparison of color point cloud from (a) multispectral, and (b) terrestrial laser scanner.

Figure 6 shows the comparison between multispectral and terrestrial point cloud as the visual quality level. The output from multispectral gives clearer visual on rendered color compared to terrestrial laser scanning. Regarding multispectral, the point cloud was generated based on image-based technique, which has good sensor resolution of about 8mm GSD from 10m observation. While for TLS which uses range technique, the weak visual on point cloud was due to the limitation of the resolution and scanning angle of scanner’s built-in camera.

Besides generate the photorealistic orthophoto, the advantage of multispectral imagery is capable of visualizing and documenting the rock art painting based on the different bands. In this paper, the rock art painting documented in five different bands. As shown in Figure 7, the close-up view paintings on dancing man were visible on all bands as the drawing made by charcoal. Meanwhile, the abstract octopus-like drawing is appearing on 475nm and 560nm, but not responses from 668nm. Therefore, the multispectral orthophoto can be exploited to distinguish the overlayer painting, and precise geometric extraction of the motifs can be done on orthophoto overlaid with DEM. Moreover, the spectral information can be used to analyze the correct color and the type of the pigment used in rock art painting at Gua Tambun, but it is out of scope in this paper.

5. CONCLUSION

This paper highlights the 3D modeling from the lightweight multispectral camera based on SfM Photogrammetry processing. As a visual assessment, the point cloud of multispectral shows better color details compared to the TLS point cloud. By generating a multispectral orthophoto, the 3D model can be visualized not limited to visible bands but can be configured to invisible channels, depending on the number of sensors built on the camera system. Moreover, the generated multispectral orthophoto also can be used for analysis image processing technique for rock art documentation, e.g., Principal Component Analysis (PCA) and decorrelation stretch (Cerrillo-cuenca & Sepúlveda, 2015).

Figure 7: Close view on selected painting based on generated multiband orthophotos: (a)RGB, (b) Blue - 475nm, (c) Green - 560nm, (d) Red - 668nm, (e) Red-Edge - 717nm and (f) NIR - 840nm.
In the study, control points were extracted from the TLS point cloud due to inability to locate the marker at the tall structure. However, in CH, TLS is not a favorable tool for data acquisition due to the expensive device, although the instrument is becoming smaller and handy to transport into the remote rock art site. Usually, the field data acquisition constrained with a limited budget and the task usually conducted by the volunteers, and to operate the TLS requires the skilled and trained personnel.

Based on the point cloud comparison between multispectral and TLS data shows a similar geometric quality. Therefore, it can be suggested that the lightweight multispectral can use as an alternative to TLS in obtaining rock art paintings data for geometric documentation. This case also applies when data acquisition aims for geometric and radiometric documentation with a single sensor and low-cost budget. However, since the accuracy achieved about cm level in this project caused by poor planning on control points placement, it is showing the necessary to configure the proper camera network (Barazzetti, 2017; Fraser, 1984; Nocerino et al., 2014) for data acquisition to gain accurate 3D model, especially on the large and tall structure.

From the experiment, using the RedEdge camera limited the production to five bands with the highest wavelength in the camera is 840nm. Therefore, to get more spectral information, it is recommended to employ a camera system with more wavelength variety, e.g., Mini-MCA (Tetracam, 2017) and MAIA (SAL Engineering, 2017). From the experiments using RedEdge cameras, the produced GSD was 8mm/pixels at a circa 10m distance of observation. It indicates the camera can provide a sub-cm level for geometric documentation, with proper planning of camera network configuration for data acquisition, performed.
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