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ABSTRACT:

In order to obtain results comparable under different flight parameters and among different flight campaigns, passive remote sensing data such as hyperspectral imagery need to undergo a radiometric calibration. While this calibration, aiming at the derivation of physically meaningful surface attributes such as a reflectance value, is quite cumbersome for passively sensed data and relies on a number of external parameters, the situation is by far less complicated for active remote sensing techniques such as lidar. This fact motivates the investigation of the suitability of full-waveform lidar as a “single-wavelength reflectometer” to support radiometric calibration of hyperspectral imagery. In this paper, this suitability was investigated by means of an airborne hyperspectral imagery campaign and an airborne lidar campaign recorded over the same area. Criteria are given to assess diffuse reflectance behaviour; the distribution of reflectance derived by the two techniques were found comparable in four test areas where these criteria were met. This is a promising result especially in the context of current developments of multi-spectral lidar systems.

1. INTRODUCTION

Commercial full-waveform lidar systems have become ever increasingly available and used for the production of high-resolution 3D topographic information in the past decade. Full-waveform lidar additionally inherits the possibility of assigning physically meaningful target attributes, e.g. the backscatter cross-section or a diffuse-reflectance value, to the resulting 3D point cloud in the same spatial resolution. This allows for the derivation of quantities comparable for different sensors, emitted laser energies, other flight-campaign parameters and acquisition dates.

While the process of radiometric calibration for lidar data as an active remote sensing technique is rather straightforward (Wagner, 2010; Briese et al., 2012), for passively sensed optical data such as hyperspectral imagery (HSI), several additional variables have to be considered. Concerning the airborne case, these variables are typically given in resolutions much coarser than the ground sampling distance of the optical sensor.

Airborne lidar, also known as airborne laser scanning (ALS), has already proven to be a valuable geometric source for facilitating radiometric calibration of hyperspectral imagery (Schneider et al., 2014). Beyond that, the aforementioned lidar-derived surface attributes, especially diffuse reflectance, may also serve as a radiometric input for calibrating hyperspectral data in an according wavelength domain, acting as a “single-wavelength reflectometer” in an area-wise sense. In this study, we present a method for validating the lidar-derived diffuse surface reflectance and its comparison to according values calculated from HSI data. The hypothesis is evaluated by means of an extended full-waveform lidar campaign and an HSI campaign, both recorded over the Lägern area, located northwest of Zurich, Switzerland.

The paper is organized as follows: The underlying physical and mathematical frameworks for radiometric calibration of both lidar and passively sensed data are presented in Section 2, followed by the method for comparing the reflectances retrieved by each of these techniques in Section 3. The subsequent section describes the used data sets. Results are given in Section 4; conclusions are drawn in the last section.

2. THEORY

In this section, we will present the physical-mathematical framework for radiometric calibration for both lidar and passively sensed optical data.

2.1 Radiometric Calibration of Lidar Data

The basic relation of the transmitted power of a laser pulse $P_i(t)$ and the recorded echo power $P_r(t)$ is given by the radar equation (Jelalian, 1992; Wagner, 2010):

$$ P_r(t) = P_i(t) \frac{D_2^2}{4\pi R^2} \sigma \eta_{SYS} \eta_{ATM}, $$

with $\beta_i$ being the beamwidth of the transmitted signal, $R$ denoting the distance from the sensor to the target, $t$ the travel time, $v_g$ the group velocity of the laser ray (approx. speed of light in vacuum), $D_r$ the receiving aperture diameter, $\eta_{SYS}$ the system transmission factor and $\eta_{ATM}$ the atmospheric transmission factor. The scattering cross-section $\sigma$ (in m$^2$) summarises target characteristics:

$$ \sigma := \frac{4\pi}{\Omega_d} A_L \cos \vartheta. $$

The term $A_L$ [m$^2$] is the area of the laser footprint, i.e. the area formed by the intersection of the cone and a sphere with centre at the laser’s position and radius $R$ corresponding to the distance from the laser to the target, while $\Omega_d$ [sr] is the solid angle of the scattering cone. The unitless quantity $\vartheta$ is the reflectivity of the target surface in scattering direction.
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angle, i.e. the angle formed by the direction of the laser beam and the local surface normal of the target surface; see Figure 1.

![Figure 1: Geometric parameters of the radar equation. The angle $\vartheta$ formed by the laser ray and the normal of of the target plane $\varepsilon$ is called incidence angle (Roncat et al., 2012).](image)

In a monostatic configuration, i.e. the transmitter and receiver being close together, $\sigma$ is to be considered as backscatter cross-section. This is the case for practically all airborne lidar systems. If the target surface exhibits a diffuse reflectance behaviour, the scattering solid angle $\Omega_s = \pi$ and the diffuse surface reflectance $\rho_d$ is derived as

$$
\rho_d = \frac{\sigma}{4A_L \cos \vartheta}
$$

The retrieval of $\sigma$ and/or $\rho_d$ is known as radiometric calibration. For this purpose, unknown but constant quantities are summarized as *calibration constant*, determined by means of reference targets which might be surfaces of (assumed) known and constant reflectance (Wagner et al., 2006), natural or artificial surfaces with calibrated reflectance behaviour (Lehner and Briese, 2010; Kaasalainen et al., 2009).

If the last factor in Equation (1), $\eta_{ATM}$, can be assumed as constant throughout the flight campaign, it is included in the calibration constant and not determined independently. If such an assumption does not hold, $\eta_{ATM}$ can be formulated as a function of the range $R$ and of an (constant) atmospheric attenuation coefficient $a$ [dB/km] (Höfler and Pfeifer, 2007):

$$
\eta_{ATM}(R) = 10 \cdot \frac{2Ra}{10000},
$$

or, in the case of a more complex atmospheric situation, be calculated per target w.r.t. to atmospheric parameters, flight altitude and terrain elevation by applying look-up tables as e.g. implemented in the ATCOR software (Richter and Schläpfer, 2016). An assessment of the variation of $\eta_{ATM}$ for the dataset investigated in this study is given in Section 2.

The actual formulation of the calibration constant and sequence of calibration steps may vary w.r.t. (a) which input data is available, e.g. an intensity value per point, amplitude and echo width derived by full-waveform data, additional amplitude and width of the transmitted signal, or a deconvolved echo waveform. Further: (b) which quantities can be assumed as constants and (c) which quantity is sought as result of radiometric calibration (Briese et al., 2012; Roncat, 2014). Additionally to $\sigma$ and $\rho_d$, also a normalized backscatter cross-section $\sigma^0$ and a backscatter coefficient $\gamma$ (both unitless) may be the quantity of interest in radiometric calibration.

While the backscatter cross-section $\sigma$ can be derived from data only related to the single 3D point of interest itself, the diffuse reflectance requires knowledge of the spatial neighbourhood of this point, expressed e.g. by the local surface-normal vector, commonly derived using the 3D point cloud of the same lidar campaign.

2.2 Radiometric Calibration of passively sensed optical Data

In addition to the aforementioned factors to be considered in radiometric calibration, passively sensed data are also dependent on various other quantities. In a first step, a gain factor and an offset have to be applied, transferring the digitized pixel values to at-sensor radiances $L_x$, given in [W/m$^2$sr$^{-1}$µm$^{-1}$] or equivalent. To derive further the surface reflectance $\rho$, the following parameters are to be considered (Moran et al., 1992; Chander et al., 2009):

- the mean solar exo-atmospheric irradiance,
- the solar zenith angle,
- the Earth-Sun distance,
- the path radiance,
- the atmospheric transmittance in viewing and illumination direction, resp., and
- the downwelling diffuse irradiance.

Their values are commonly given in models of coarser resolution than the one of imagery data.

3. METHOD

In order to support HSI radiometric calibration by lidar-derived reflectance, areas to be determined where a diffuse surface reflectance can be assumed, i.e. where the reflectance is independent of the viewing direction of the sensor. This is an important prerequisite as the surfaces are likely to be viewed from different positions in a lidar and an HSI campaign, resp.

As a first criterion, the lidar-derived reflectance is only valid for extended targets, i.e. the target area exceeding the the one of the laser beam footprint. Therefore, only single echoes per laser shot can be taken into consideration. Additionally, the echo ratio is to be considered. This quantity is the number of points in the 3D neighbourhood (i.e. a sphere) of a (grid) point, $n_{3D}$, divided by the number of points $n_{2D}$ in the 2D neighbourhood of this point, i.e. a cylinder of the same radius (Höfler et al., 2009):

$$
\text{ER} \ [\%] = \frac{n_{3D}}{n_{2D}} \cdot 100,
$$

with $n_{3D} \leq n_{2D}$. The echo ratio can be considered as an opacity measure in vertical direction. See Figure 2 for explanatory examples.

The assumption of diffuse reflectance can further be validated by comparing the derived values among neighbouring flight strips in their area of overlap (Lehner and Briese, 2010; Roncat et al., 2014) as these areas are viewed from different directions if we...
compare one flight strip to the other. In case a certain threshold of the absolute value of their difference is exceeded, the hypothesis of diffuse reflectance is to be rejected. Moreover, the assumption of a well-defined normal vector of the target surface can be evaluated using the standard error of unit weight \( \sigma_0 \) of the normal vector calculation. This \( \sigma_0 \) can be considered as a measure of surface roughness. Only where all three criteria are met:

(a) extended and opaque targets,

(b) isotropic reflectance behaviour, and

(c) a well-defined surface-normal vector,

the reflectance behaviour of the surface may be considered as diffuse.

4. DATA SETS

The data investigated in this study were recorded over the Lägern area, a wooded mountainous area in the Jura mountains, located northwest of Zurich, Switzerland. The lidar campaign was carried out on August 1, 2010 using a RIEGL LMS-Q680 full-waveform instrument, operating at a wavelength of 1.550 nm (Riegl LMS, 2016). The point density was approx. 50 points per m²; the campaign consisted of 15 flight strips and covered an area of about 12.5 km².

Hyperspectral imagery data were recorded over the Lägern area on July 18, 2014 using an APEX sensor (Hueni et al., 2009), the wavelengths ranged from 400 nm – 2,500 nm. The wavelength of the band used for comparison to the lidar data was 1,551 nm (FWHM = 22 nm). The spatial resolution of the HSI data was about 1.5 m at ground; reflectance values were resampled to a 2 m grid in the Swiss National Coordinate System CH1903. The overlapping area of the two campaigns is mostly forested but contains grasslands, fields and built-up areas as well. Based on the criteria for assessing diffuse surface reflectance in lidar data presented in the previous section, four test areas were chosen, illustrated by red rectangles in Figure 4. The respective reflectance values were resampled to a 2 m grid. A description of the test areas in detail (see also Figure 3).

Test area 1: area of homogeneous reflectance behaviour. The distribution of the reflectance in both datasets, expressed by the median and the \( \sigma_{\text{MAD}} \), was assumed to be uni-modal and comparable.

Test areas 2 and 3: areas covered with surface types of different reflectance, i.e. roads, grassland and fields. In addition to the distribution, the linear relationship between the two datasets, expressed by the coefficient of determination \( R^2 \), was investigated as well.

Test area 4: a more complex scene in a built-up area where the dependence of median and \( \sigma_{\text{MAD}} \) on a minimum echo ratio was assessed.

An overview of the whole campaigns’ setup is shown in Figure 4.

Concerning the variation of the atmospheric transmission coefficient \( \eta_{\text{ATM}} \) within the lidar dataset, the maximum relative differences to a mean value of \( \eta_{\text{ATM}} \) were assessed, applying (a) an attenuation coefficient of \( \alpha = 0.22 \text{ dB/km} \) and (b) atmospheric look-up tables, resp. In both cases, the relative variations did not exceed \( \pm 2\% \). Therefore, \( \eta_{\text{ATM}} \) was regarded as constant for this dataset.

5. RESULTS

The four test areas showed that the variations in the lidar-derived reflectances, expressed by \( \sigma_{\text{MAD}} \), were slightly higher than the ones in the HSI-derived reflectances. This might be due to the higher spatial resolution of the original raw lidar data and the resulting capability of assessing reflectance variations in higher detail. The numerical results are given in Table 1.

Test areas 2 and 3 showed \( R^2 \) values of 0.53 and 0.59 for the lidar- and HSI-derived reflectance, resp. In both test areas, a slight increase in \( R^2 \) for increasing minimum echo ratio up to 95% was discovered. Test area 4 exhibited a noticeable decrease in both median and \( \sigma_{\text{MAD}} \) of the lidar reflectances for increasing minimum echo ratio; this effect was less prominent in the HSI reflectances. In all cases, the median values were found comparable for lidar and HSI reflectance data. See Figures 5 to 8 for a graphical representation of the results in the four test areas.
Figure 4: Overview of the lidar and the HSI campaign recorded over the Lägern area. An RGB composite of the according HSI reflectances is shown in the background. The outlines of the lidar strips are shown in black and the four test areas are depicted by red rectangles. Coordinate system: Swiss National Grid CH1903.

<table>
<thead>
<tr>
<th>test area</th>
<th>lidar median</th>
<th>HSI median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.184</td>
<td>0.017</td>
</tr>
<tr>
<td>2</td>
<td>0.164</td>
<td>0.049</td>
</tr>
<tr>
<td>3</td>
<td>0.219</td>
<td>0.133</td>
</tr>
<tr>
<td>4</td>
<td>0.172</td>
<td>0.087</td>
</tr>
</tbody>
</table>

Table 1: Reflectance distributions for the four test areas, evaluated for a minimum echo ratio of 75% each. Detailed results w.r.t. varying minimum echo ratio for test area 4 are given in Table 2.

Figure 5: Results for test area 1, evaluated for a minimum echo ratio of 75%. Reflectance values are shown in grayscale from 0 (black) to 1 (white) and the echo ratio is visualized analogously. Pixels excluded from the analysis due to an echo ratio below the threshold are shown in red.

Figure 6: Results for test area 2, evaluated for a minimum echo ratio of 75%. Reflectance values are shown in grayscale from 0 (black) to 1 (white) and the echo ratio is visualized analogously. Pixels excluded from the analysis due to an echo ratio below the threshold are shown in red. See also Table 2.

<table>
<thead>
<tr>
<th>min. ER</th>
<th># pixels</th>
<th>lidar median</th>
<th>σ_MAD</th>
<th>HSI median</th>
<th>σ_MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 %</td>
<td>9709</td>
<td>0.174</td>
<td>0.089</td>
<td>0.176</td>
<td>0.059</td>
</tr>
<tr>
<td>55 %</td>
<td>9364</td>
<td>0.173</td>
<td>0.088</td>
<td>0.176</td>
<td>0.059</td>
</tr>
<tr>
<td>60 %</td>
<td>8880</td>
<td>0.174</td>
<td>0.089</td>
<td>0.176</td>
<td>0.059</td>
</tr>
<tr>
<td>65 %</td>
<td>8212</td>
<td>0.173</td>
<td>0.088</td>
<td>0.176</td>
<td>0.059</td>
</tr>
<tr>
<td>70 %</td>
<td>7398</td>
<td>0.172</td>
<td>0.087</td>
<td>0.176</td>
<td>0.059</td>
</tr>
<tr>
<td>75 %</td>
<td>6524</td>
<td>0.170</td>
<td>0.087</td>
<td>0.177</td>
<td>0.060</td>
</tr>
<tr>
<td>80 %</td>
<td>5701</td>
<td>0.167</td>
<td>0.086</td>
<td>0.178</td>
<td>0.060</td>
</tr>
<tr>
<td>85 %</td>
<td>4910</td>
<td>0.161</td>
<td>0.083</td>
<td>0.179</td>
<td>0.061</td>
</tr>
<tr>
<td>90 %</td>
<td>4169</td>
<td>0.155</td>
<td>0.080</td>
<td>0.179</td>
<td>0.062</td>
</tr>
<tr>
<td>95 %</td>
<td>3366</td>
<td>0.140</td>
<td>0.070</td>
<td>0.178</td>
<td>0.061</td>
</tr>
<tr>
<td>100 %</td>
<td>2457</td>
<td>0.128</td>
<td>0.065</td>
<td>0.174</td>
<td>0.057</td>
</tr>
</tbody>
</table>

Table 2: Reflectance distribution in test area 4 w.r.t. to a minimum echo ratio (ER). See also Figure 8.
Figure 7: Results for test area 3, evaluated for a minimum echo ratio of 75%. Reflectance values are shown in grayscale from 0 (black) to 1 (white) and the echo ratio is visualized analogously. Pixels excluded from the analysis due to an echo ratio below the threshold are shown in red.

6. DISCUSSION AND OUTLOOK

This study dealt with the radiometric comparison of full-waveform lidar and passively sensed hyperspectral data. Lidar, as an active remote sensing technique, needs by far less assumptions for performing radiometric calibration. This has led to the motivation for testing lidar as a “single-wavelength reflectometer” in an area-wide sense in order to support radiometric calibration of hyperspectral imagery in an according wavelength.

Criteria for the validity of the diffuse surface reflectance, assessable in an advanced lidar-data processing, were formulated and a comparison of reflectance data was performed in four test areas within an extended airborne HSI and lidar campaign, resp.

The distribution of the reflectance, expressed by the median and the $\sigma_{\text{MAD}}$ values, was found comparable in all four test areas, giving empirical evidence for the validity of the hypothesis. While this study concentrated on a single wavelength, current developments of multi-spectral lidar systems (Briese et al., 2012; Hakala et al., 2012; Wallace et al., 2014) give the motivation for further research in this field.
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