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ABSTRACT:

Digital elevation models are today a common part of geographic information systems and derived applications. The way of their creation is varied. It depends on the extent of area, required accuracy, delivery time, financial resources and technologies available. The first model covering the whole territory of the Czech Republic was created already in the early 1980’s. Currently, the 5th DEM generation is being finished. Data collection for this model was realized using the airborne laser scanning which allowed creating the DEM of a new generation having the precision up to a decimetre. Model of such a precision expands the possibilities of employing the DEM and it also offers new opportunities for the use of elevation data especially in a domain of modelling the phenomena dependent on highly accurate data. The examples are precise modelling of hydrological phenomena, studying micro-relief objects, modelling the vehicle movement, detecting and describing historical changes of a landscape, designing constructions etc.

Due to a nature of the technology used for collecting data and generating DEM, it is assumed that the resulting model achieves lower accuracy in areas covered by vegetation and in built-up areas. Therefore the verification of model accuracy was carried out in five selected areas in Moravia. The network of check points was established using a total station in each area. To determine the reference heights of check points, the known geodetic points whose heights were defined using levelling were used. Up to several thousands of points were surveyed in each area. Individual points were selected according to a different configuration of relief, different surface types, and different vegetation coverage. The sets of deviations were obtained by comparing the DEM 5G heights with reference heights which was followed by verification of tested elevation model. Results of the analysis showed that the model reaches generally higher precision than the declared one in majority of areas. This applies in particular to areas covered by vegetation. By contrast, the larger deviations occurred in relation to the slope of the terrain, in particular in the micro-relief objects. The results are presented in this article.

1. INTRODUCTION

Thanks to a development of computers, geographic information systems and internet the exploitation of geographic data spread into nearly all domains of human activities. Today, the web map portals offer not only the maps but also aerial and satellite imagery and other forms of depicting the geographic space such as 3D visualizations. However, there are still activities related to the geographic data processing that require special knowledge and skills such as collection of geographic data, map production or geospatial analysis. The quality of analysis is dependent on a quality of geographic data (Hoskova-Mayerova et al. 2013). Since the beginning of using geographic information systems and digital geographic data, digital elevation models belong to one of the most exploited data sources.

The application domains of these models are extensive and they range from architecture and civil engineering (Shiode 2000, Sobotka 2012), water management (Kenward et al. 2000, Rapant et al. 2015, Vranka and Svatonova 2006) and transportation (Rybansky and Vala 2009) to crisis management and defence (Maceda et al. 2009, Rybansky et al. 2014, Talhofer et al. 2015) etc. The first models were generated using traditional cartometric methods that were supplemented by surveying methods when the high accuracy at limited areas was required (Gallant 2000). Some models were produced using the stereophotogrammetric method or a combination of other methods. Nowadays, the airborne laser scanning (ALS) is in the forefront of the methods of the elevation model production. This technology allows collecting large volumes of data covering extensive areas in relatively short time.

The ALS was employed also for creating the new elevation models in the Czech Republic. These models, with their level of detail and accuracy, represent a new generation of geographic data. Due to the improved accuracy of these models in comparison with the previous models, the expectations are high. It is therefore necessary to conduct an independent verification of their accuracy and to determine possible limitation of their use.

2. CZECH REPUBLIC DEMs

The first simple elevation models under the name the digital elevation model (DMR) were introduced into the Czech Army more than four decades ago (Miklosik 2013). These were the first digital geographic data being created and used for landscape modelling and analysing the phenomena taking place in geographic space. The DMR 1 was created in the second half of the 1980’s and DMR 2 in the early 1990’s. Both the models
were in a form of a regular grid of points of 1 km×1 km and 100 m×100 m, respectively. DMR 2 has been used for a long time as one of the main elevation data sources during the development of geographic information systems. In the course of time, DMR 2 was replaced by the DMR 2.5, which was refined using the contour lines from the topographic maps. Later, it was replaced by the DMR 3 which was obtained by stereophotogrammetric evaluating of the aerial photographs (Brousek and Laza 2006). Elevation models of the Fundamental Base of Geographic Data of the Czech Republic (ZABAGED®) are available in the civilian sector. Currently the two following models are provided to users: ZABAGED® - altimetry 3D contour lines and ZABAGED® - altimetry grid 10×10 (Geoportal CUZK 2010).

All these elevation models were created using traditional data collection methods. Nowadays, the ALS method is used predominantly. This technology is very effective and allows to collect large amount of data covering extensive area in relatively short time.

Based on the new user requirements of quality and accuracy of the altimetry data, availability of GIS technologies for a large number of new users, and the new effective and accurate data collection methods, a project focused on mapping of the altimetry of the Czech Republic territory was launched in 2008. Both the civilian and military sector takes part in the joint project of the Czech Office for Surveying, Mapping and Cadastre (CUZK); the Ministry of Defence and the Ministry of Agriculture (Brazdil et al. 2009). The project set a foundation for creating the new altimetry model of the Czech Republic using the ALS technology. Scanning of the whole state territory was carried out between 2010 and 2013. As a result of data processing the following products were planned to be released by the end of 2015:

- Digital Terrain Model of the Czech Republic of the 4th generation (DMR 4G)
- Digital Terrain Model of the Czech Republic of the 5th generation (DMR 5G)
- Digital Surface Model of the Czech Republic of the 1st generation (DMP 1G).

2.1 DMR 4G

The DMR 4G model shows the earth’s terrain (natural as well as modified by the human activities) in a digital form showing the heights of individual points in a regular grid of points 5×5 m having coordinates X, Y, H, where H means the height in the Baltic Vertical Datum - After Adjustment with a total standard error of 0.3 m of height in a bare terrain and 1 m in a forested terrain. DMR 4G resulted from gradual scanning of relevant areas and was formed within 6 months since the beginning of scanning. By the end of 2013 it was processed for the whole Czech Republic territory (Brazdil et al. 2012a).

2.2 DMR 5G

The DMR 5G model represents a picture of the earth’s terrain in a digital form as well, however it shows the heights of individual points in an irregular triangular network (TIN) with a total standard error of height 0.18 m in a bare terrain and 0.3 m in a forested terrain. According to (Brazdil et al. 2012b) the DMR 5G is supposed to be gradually formed within 30 months after the scanning. Currently, approximately 80 percent of the state territory has been finished. This model is the most accurate elevation model in the Czech Republic and probably will stay as that in a long term. This predestines it for widespread use in a large number of applications requiring elevation data of the highest quality. Therefore, it is necessary to verify its accuracy independently.

3. VERIFICATION OF ACCURACY

Verification of accuracy of the new elevation models is a prerequisite for their future use. Verification is performed by the CUZK as a principle producer of these models and also by the independent organizations such as universities. Already obtained results of verification can be found for example in (Mikita et al. 2013, Hubacek et al. 2014, Silhavy and Cada 2015). The following verification methods are recommended: (Brazdil et al. 2012a, 2012b):

- special calibrating bases
- known geodetic heights
- terrain height measurement in selected areas.

The Department of Military Geography and Meteorology of the University of Defence also participated in the verification which was concentrated especially on using of the last of the methods. Using the Leica TC 1500 total station specialists of the department along with the students surveyed several thousands of check points within each of the selected areas of the South Moravia region:

- Velká Bítěš
- Brno - Černá Pole
- Útěchov
- Březina.

The monumented geodetic points having heights determined by precise levelling were chosen as reference heights. In the case of sites where there were no such points available, the GPS surveying using the Trimble GeoXR GNSS receiver was performed in order to obtain reference points.

The heights of the surveyed points were paired with the heights obtained from the individual elevation models using the ArcGIS 10.2 which provided a set of deviations (Equation 1). The heights obtained by surveying in the terrain were considered as true.

\[
\Delta h = H_{\text{GEO}} - H_{\text{DMR}} \tag{1}
\]

where \(\Delta h\) = height deviation

\(H_{\text{GEO}}\) = surveyed point height

\(H_{\text{DMR}}\) = elevation model height

Considering a large amount of surveyed control points (hundreds to thousands in particular locations), it can be assumed, that the deviation size distribution is located in the continuous interval centered at the zero value and it has a normal distribution shape. For the files with a normal distribution it is possible, according to known relationships specified in the literature relating to the calculus of observations and statistical data processing (Böhm 1990, Meloun 2002), to determine the value of the mean error and to compare it with the declared value of these models. Despite the very large file of measured points, the possibility of systematic errors and other phenomena that could affect the calculated deviations cannot be excluded. From this reason, it was necessary to carry out tests of normality before calculating the mean errors, Empirical moments and three statistical trials - null hypothesis, the asymmetry of distribution, kurtosis - were used for normality
testing. All the three trials are commonly used for testing of geodetic measurements. Significance level $\alpha = 0.05$ was selected for all sets of deviations and for all trials.

The results of normality tests did not confirm normal distribution of deviations between the heights of control points and the points obtained from the models, therefore the normality hypothesis had to be rejected. It was necessary to reject the normality hypothesis at least in one trial out of all tested deviation sets at the chosen significance level.

Because it failed to show the normal distribution of height deviations, the confidence interval of 95% was used to determine the accuracy of elevation models. When the values were compared with the double standard error of the tested elevation models (Table 1), it could be seen that both models achieved declared accuracy values. The multiple average error ($\pm 2\sigma$) was chosen because of the known fact that for one-dimensional normal distribution the probability density of the observed phenomenon reaches for this value about 95% (Böhm 1990).

<table>
<thead>
<tr>
<th>Locality</th>
<th>DEM 4G [m]</th>
<th>DEM 5G [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velká Bítěš</td>
<td>0.61</td>
<td>0.25</td>
</tr>
<tr>
<td>Brno-Černá Pole</td>
<td>0.53</td>
<td>0.23</td>
</tr>
<tr>
<td>Útěchov</td>
<td>0.56</td>
<td>0.25</td>
</tr>
<tr>
<td>Březina</td>
<td>0.51</td>
<td>0.24</td>
</tr>
<tr>
<td>$\pm 2\sigma$ (uncovered terrain)</td>
<td>0.60</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 1. Comparison between accuracy of the models in tested locations and the declared accuracy

The analysis of the accuracy of the models was focused primarily on assessing the accuracy in both the open and forested terrains. The results showed that despite a presence of systematic effects the models comply with the declared accuracy in both the open terrain and the areas covered by vegetation (Hubacek et al. 2015).

Especially the results obtained from areas covered by vegetation show noticeably better accuracy than it is declared in technical documentation of the models (Brazdil et al. 2012a, 2012b). On the other hand, there was a negative phenomenon of bigger deviations that occurred in areas with a bigger slope of the terrain. It manifested mainly in the area of Brno-Černá Pole which is the largest of all areas. Fig. 1 shows distribution of deviations in this area. This fact is surprising especially for the DMR 5G model which is more accurate. It was more expected for the DMR 4G model due to the technology of its production (Brazdil et al. 2012a) which brings distortion of particular terrain features.

Due to predominantly flat terrain of this area it was not possible to unambiguously determine whether the deviations are directly dependent on a terrain slope or the micro-relief objects that are prevailing in this area. To verify this finding the new area was selected which would be suitable for examination of the dependency of the model accuracy on the terrain slope.

3.1 Testing area

The testing area for verification of dependency of the DMR 5G accuracy on a slope of the terrain is situated in the Dědice military training area, approximately 30 km to the north-east of Brno. The area of size 600\*150 m has varying slope of 0° to 20° and several distinct micro-relief objects (see the profile in Fig. 2). The area is covered only by grass with a sparse low wood. It can be therefore assumed that there were no reflections from the vegetation and majority of beams were reflected from the earth's surface during scanning.

Figure 2. Elevation profile in the Dědice area

To collect check points, five geodetic points were established in the area using the Trimble GeoXR GNSS receiver. Surveying results were processed in the Trimble Business Center software suite with help of reference data from the CZEPOS permanent station network. For the control, the distances and height differences of the points were measured using the Leica TC 1500 total station. Differences in heights between the individual points did not exceed 15 mm therefore the points were considered as reference for the purposes of verification of influence of a terrain slope on the DMR 5G accuracy.

Using these reference points approx. 2,500 points were surveyed. They were selected to be evenly distributed across the
area and to follow distinct terrain features and micro-relief objects (see the distribution of points in Fig. 3).

Figure 3. Distribution of control points in the Dědice area (red dots represent micro-relief objects)

3.2 Analysis of deviation set

The new set of deviations was tested for normality. It is surprising that not a single hypothesis was confirmed and the set could not be considered as having normal distribution. The results show the systematic effect in the area. To verify the overall accuracy, a percentile with a confidence interval 95\% was determined as in the case of previous areas. To determine the influence of a terrain slope, surveyed points were divided into the eight categories (see Tab. 2). Basic parameters of a set and percentile 95\% were determined in each category. Ideally, the percentile value would allow to discover the dependency of model accuracy on a terrain slope. However, due to an uneven distribution of points in the individual categories, it is not possible to determine such dependency.

<table>
<thead>
<tr>
<th>Slope</th>
<th>Percentile 95% [m]</th>
<th>Average [m]</th>
<th>Median [m]</th>
<th>MAX [m]</th>
<th>Number of points</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>0.42</td>
<td>0.19</td>
<td>0.20</td>
<td>2.39</td>
<td>2448</td>
</tr>
<tr>
<td>&lt;3°</td>
<td>0.30</td>
<td>0.16</td>
<td>0.19</td>
<td>0.52</td>
<td>432</td>
</tr>
<tr>
<td>3°-5°</td>
<td>0.37</td>
<td>0.16</td>
<td>0.18</td>
<td>0.82</td>
<td>716</td>
</tr>
<tr>
<td>5°-7.5°</td>
<td>0.40</td>
<td>0.18</td>
<td>0.20</td>
<td>0.74</td>
<td>631</td>
</tr>
<tr>
<td>7.5°-10°</td>
<td>0.45</td>
<td>0.20</td>
<td>0.21</td>
<td>2.39</td>
<td>270</td>
</tr>
<tr>
<td>10°-15°</td>
<td>0.50</td>
<td>0.23</td>
<td>0.24</td>
<td>1.18</td>
<td>263</td>
</tr>
<tr>
<td>15°-20°</td>
<td>0.63</td>
<td>0.31</td>
<td>0.28</td>
<td>1.94</td>
<td>58</td>
</tr>
<tr>
<td>20°-30°</td>
<td>1.18</td>
<td>0.36</td>
<td>0.34</td>
<td>2.21</td>
<td>34</td>
</tr>
<tr>
<td>&gt;30°</td>
<td>1.56</td>
<td>0.46</td>
<td>0.39</td>
<td>1.88</td>
<td>44</td>
</tr>
</tbody>
</table>

Table 2. Main characteristics of accuracy according to slope

To do that, all the surveyed points were drawn in a scatter plot (see Fig. 4) and the linear regression was applied. The graph shows that the regression line is practically parallel to the slope axis and dependency of the deviation value on a slope cannot be proved (see Equation 2).

\[
y = 0.0081x + 0.1583
\]  

(2)

where \( y \) = expected deviation \( x \) = slope

When studying distribution of deviations and a slope layer in ArcGIS, maximum deviation is shown especially in areas with a maximum terrain slope. A detailed investigation shows that it occurs particularly in the areas with micro-relief objects.

This led to excluding points located on micro-relief objects from the test set. This new set containing approx. 1,450 points was tested separately. It is limited only to the points with a maximum terrain slope of 20° and 22° in the case of two points. Neither this set complies with requirements for normal distribution even though the histogram seems to be shifted to positive values (see Fig. 5). The linear regression was applied to the set of the absolute values of deviations (Equation 3 and Fig. 6). Neither this result allows to unambiguously demonstrate...
dependency of model accuracy on a terrain slope (Tab. 3). Therefore, the deviations obtained from surveying are most likely caused by other factors.

$$y = 0.0055x + 0.1655$$

where $y =$ expected deviation

$x =$ slope

### 3.3 Discussion of results

The analysis of the deviation set did not prove dependency of the DMR 5G model on the relief slope. Considering the results of testing, it is possible to state that expected accuracy of the model is identical whether the terrain is flat or hilly. The effect of systematic errors and positive shift of deviation values was proved in all tested areas. The shift of deviation values differs in particular areas therefore it cannot be considered as constant.

Due to the systematic effects the method of determining the percentile 95% was applied. The percentile was compared to the double standard error of the DMR 5G model which is close to the value of 95% for one-dimensional deviation set. The percentile value in all test areas complied with the requirement to be less or equal than double standard error. It is therefore possible to state that the DMR 5G model complies with the declared accuracy.

<table>
<thead>
<tr>
<th>Slope</th>
<th>Percentile 95% [m]</th>
<th>Average [m]</th>
<th>Median [m]</th>
<th>MAX [m]</th>
<th>Number of points</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>0.33</td>
<td>0.18</td>
<td>0.19</td>
<td>0.61</td>
<td>1439</td>
</tr>
<tr>
<td>$&lt; 3^\circ$</td>
<td>0.29</td>
<td>0.16</td>
<td>0.19</td>
<td>0.43</td>
<td>337</td>
</tr>
<tr>
<td>$3^\circ$-$5^\circ$</td>
<td>0.31</td>
<td>0.18</td>
<td>0.18</td>
<td>0.52</td>
<td>511</td>
</tr>
<tr>
<td>$5^\circ$-$7.5^\circ$</td>
<td>0.33</td>
<td>0.19</td>
<td>0.20</td>
<td>0.42</td>
<td>391</td>
</tr>
<tr>
<td>$7.5^\circ$-$10^\circ$</td>
<td>0.34</td>
<td>0.20</td>
<td>0.21</td>
<td>0.39</td>
<td>112</td>
</tr>
<tr>
<td>$10^\circ$-$15^\circ$</td>
<td>0.42</td>
<td>0.23</td>
<td>0.23</td>
<td>0.61</td>
<td>77</td>
</tr>
<tr>
<td>$15^\circ$-$20^\circ$</td>
<td>0.44</td>
<td>0.28</td>
<td>0.28</td>
<td>0.47</td>
<td>11</td>
</tr>
</tbody>
</table>

Nevertheless, due to the analysis results it is necessary to point out the particular problems of the model. These problems occur in areas where the micro-relief objects are present (Fig. 7). Significantly bigger deviations occur in these areas and they reach even more than one meter in some cases. It can be expected that with a probability of 95% the deviations will not exceed the value of 0.5 m. This finding is important especially for future users of the DMR 5G model using it for detailed analysis such as hydrologic analysis and so on. It will be always necessary to assess results of this analysis with respect to the
shape and roughness of the micro-relief objects present in a particular area.

4. CONCLUSIONS

Testing of accuracy of the elevation models of the new generation - DMR 4G and DMR 5G – proved their high accuracy and quality. The discovered height deviations between the model points and the points surveyed using geodetic methods comply with declared standard errors of the models both in the open terrain and in areas covered by vegetation.

During testing, potential dependency of the model accuracy on a terrain slope emerged, thus surveying in the specifically selected area was performed in order to confirm or reject that dependency. The results of surveying approx. 1,450 points selected off the micro-relief objects did not confirm this dependency. On the contrary, it is necessary to warn the future users of the DMR 5G model of a worse accuracy in the areas where the micro-relief objects are present.

Despite some uncovered problems the elevation models of the new generation comply with declared parameters and these models represent a significant contribution to all users of geographic data.
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