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ABSTRACT:
Markov random field (MRF) is an effective method for description of local spatial-temporal dependence of image and has been widely used in land cover classification and change detection. However, existing studies only use pair-point clique (PPC) to describe spatial dependence of neighbouring pixels, which may not fully quantify complex spatial relations, particularly in high spatial resolution images. In this study, multi-point clique (MPC) is adopted in MRF model to quantitatively express spatial dependence among pixels. A modified least squares fit (LSF) method based on robust estimation is proposed to calculate potential parameters for MRF models with different types. The proposed MPC-MRF method is evaluated and quantitatively compared with traditional PPC-MRF in urban land cover classification using high resolution hyperspectral HYDICE data of Washington DC. The experimental results revealed that the proposed MPC-MRF method outperformed the traditional PPC-MRF method in terms of classification details. The MPC-MRF provides a sophisticated way of describing complex spatial dependence for relevant applications.

1. INTRODUCTION
Markov random field (MRF) provides a tractable way of taking advantage of spatial correlation. It has been used in many fields, such as image segmentation (Besag, 1986; Derin and Elliott, 1987), texture modelling (Cross and Jain, 1983), denoising and restoration (Lu and Jiang, 2001; Cui and Wang, 2005), spatial-temporal classification (Solberg et al., 1996; Melgani and Serpico, 2003), data fusion (Nishii, 2003) and so on. Spatial information is especially important in classification of remotely sensed image because the use of spectral information only usually achieves limited classification accuracy. By using contextual information quantified by MRF, classification results may have a notable improvement. Most existing applications of MRF measure spatial dependence only with pair-point clique (PPC). MRF with PPC has an effect of spatial smoothing that will reduce ‘salt-and-pepper’ appearance in classification results. However, some structural information may also be lost. The multi-point clique (MPC) which is defined with more complicated structures, hence, could possess a better potential in classification. In addition, with development of computer hardware, expense in calculation of MPC is gradually acceptable. In this paper, we aim to compare performances of MRFs with PPC and MPC in classification of remotely sensed image. In order to make objective comparison, clique parameters involved in calculation are acquired from parameter estimation and a novel robust LSF method is proposed. This paper is organized as follows. In Section II, we present some background theory on MRF and introduce a new method for clique parameter estimation. In Section III the results of experiment are presented, and discussion is given. Finally, some concluding remarks are given in Section IV.

2. METHODOLOGY
2.1 Markov random field
MRF is a technique for defining local dependence. Here basic notions of MRF involved in this paper are presented and specific details can refer to relevant papers (Geman, 1984; Derin and Elliott, 1987).

Pair-point clique and multi-point clique
In this paper MRF is defined on a 3 by 3 neighborhood and the clique types involved in this paper are presented in Fig.1. The left specifies the site $(i, j)$ and its neighbourhood. The first row on the right are cliques of PPC and all 10 cliques constitute the MPC. Letters below the cliques are potential parameters of each clique. Most existing studies use PPC MRF to quantify spatial information. However MPC has a better ability in describing the local structure and we take this research to compare the capabilities in classification of two clique types.

\[ V_c(x) \text{ is the potential function of the clique which depends only on the class labels in clique c. } V_c(x) \text{ has the form as bellow} \]
\[ V_c(x) = \begin{cases} -\xi & \text{if all } x \text{ in } c \text{ are equal} \\ \xi & \text{otherwise} \end{cases} \] (1)

Where \( \xi \) is potential specified for clique \( c \). The clique potentials parameters are defined as \( \theta = [\beta_1, \beta_2, \beta_3, \beta_4] \) for PPC and \( \theta = [\beta_1, \beta_2, \beta_3, \gamma_1, \gamma_2, \gamma_3, \gamma_4, \xi] \) for MPC.

### Clique parameter estimation

Potential parameter \( \theta \) involved in energy function is essential to the performance of MRF. In some applications, \( \theta \) is estimated empirically while in this research, we aim to make an objective comparison between PPC and MPC to avoid subjective judgement. For this reason both \( \theta \) of two MRFs are acquired by an estimation method.

Least squares fit (LSF) for estimation of MRF parameters is designed by Derin and Elliott(1987). The procedure consists of the following steps.

1. Equation (2) is built between class label \( k \) and \( j \) with the same neighbourhood \( \eta \) in which \( \theta \) is considered as a variable

\[ (\phi(k, \eta) - \phi(j, \eta))^T \theta = \ln \frac{P(j | \eta)}{P(k | \eta)} \] (2)

Where \( \phi(k, \eta) \) is a vector with the number of each clique on class label \( k \) and its neighbourhood \( \eta \). \( P(j | \eta) \) is obtained from histogram statistics which denotes the probability of class label \( j \) with its neighbourhood \( \eta \).

2. An overdetermined system of equations is built in terms of the probabilities and the parameters.

3. Solve it using the LSF method.

However traditional LSF method could not give an ideal regression when some observations do not obey the same distribution and then a biased solution will be got. For remotely sensed image, misclassification is unavoidable and if the fallacious classified labels are used then the effect of LSF may discount. To solve this, we take a robust estimation method (Yang, 2002) which gives every observation a weight and adjusts the weight according to its residual, thus the misclassified pixels would have low weight and could hardly impact the estimation.

An observation is consist of each pair of \( k \) and \( j \), and equation is built with the form

\[ L = A \theta + e \] (3)

Where \( A = \phi(k, \eta) - \phi(j, \eta) \), \( L = \ln \frac{P(j | \eta)}{P(k | \eta)} \) and \( e \) is random error obeying the standard Gaussian distribution. An equation system is consist of all observations. Suppose \( \hat{\theta} \) is the estimate of \( \theta \) and the residual for ith observation is

\[ v_i = a_i \hat{\theta} - L_i \] (4)

As illustrated above, it is not proper to treat every observation equally that a weight vector \( W \) is introduced as

\[ W_i = \psi(v_i) \] (5)

\[ \psi(v_i) = \begin{cases} 0 & |v_i| \leq k_0 \\ \frac{k_i - |v_i|}{k_i - k_0} & k_0 \leq |v_i| \leq k_i \\ 1 & |v_i| \geq k_i \end{cases} \]

Where \( k_0 \) and \( k_1 \) is chosen 2.0-3.0 and 4.5-8.5. \( v_i \) is standardized residual. Hence \( \hat{\theta} \) is acquired by

\[ \hat{\theta} = (A^TW)A \hat{W} \] (6)

### 2.2 Contextual classification by MRF

The main goal of this experiment is to compare the capabilities of PPC and MPC based MRF in classification thus we design the experiment. The flow chart of this experiment is as follow:

![Image](image.png)

1. Image is classified by spectral and get conditional probability.
2. \( \theta \) for MRF is estimated by preliminary classification map.
3. For PPC-MRF \( \theta \) is formed as \( \theta = [\beta_1, \beta_2, \beta_3, \beta_4] \) and for MPC-MRF with \( \theta = [\beta_1, \beta_2, \beta_3, \gamma_1, \gamma_2, \gamma_3, \gamma_4, \xi] \). In this step a robust LSF method is taken.
4. The image is classified using two MRFs according MAP criterion.
5. The classification maps is evaluated.

### 3. EXPERIMENTAL RESULTS AND DISCUSSION

#### 3.1 Study area

The data set used in this research is HYDICE of Washington DC with resolution 2.5m. There are 191 bands ranging from 0.4μm to 2.4μm and bands in opaque region for atmosphere are omitted. The data set contains 1208 scan lines with 307 pixels in each scan line.

The main features in the image are roofs, roads, path (graveled paths down the mall center), grass, trees, water, and shadow. We use classification of support vector machine (SVM) as the input for MRF.

<table>
<thead>
<tr>
<th>Number</th>
<th>Class name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Roof</td>
</tr>
<tr>
<td>2</td>
<td>Paths</td>
</tr>
<tr>
<td>3</td>
<td>Roads</td>
</tr>
<tr>
<td>4</td>
<td>Shadow</td>
</tr>
<tr>
<td>5</td>
<td>Trees</td>
</tr>
</tbody>
</table>
Table 1. Class names and number in experiment

<table>
<thead>
<tr>
<th>Class name</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grass</td>
<td>6</td>
</tr>
<tr>
<td>Water</td>
<td>7</td>
</tr>
</tbody>
</table>

3.2 Spectral classification

Image is classified by SVM with radial basis function kernel. The gamma and penalty involved are 0.005 and 500. There are 7 classes which are roof, paths, roads, shadow, trees, grass and water. The confusion matrix is as bellow

<table>
<thead>
<tr>
<th>Class number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>104</td>
<td>7</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>144</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54</td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>1</td>
<td>162</td>
<td>11</td>
<td>16</td>
<td>4</td>
<td>0</td>
<td>211</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>37</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>46</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>149</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>158</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>26</td>
<td>282</td>
<td>0</td>
<td>316</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Total</td>
<td>147</td>
<td>42</td>
<td>197</td>
<td>48</td>
<td>192</td>
<td>300</td>
<td>83</td>
<td>1009</td>
</tr>
</tbody>
</table>

Overall accuracy = 83.94%
Kappa coefficient = 0.8004

Table 2. Classification confusion matrix for SVM

Classification achieves an overall accuracy 83.94% and Kappa coefficient 0.8004. It can be seen that the main error is caused by confusion of roof, paths, and roads. The reason for that is the materials of the three are similar and they can hardly separate by spectral information.

3.3 Clique parameters estimation and classification

Classification map by SVM is applied as input for this step. As described before a robust LSF method is taken which help to acquire a more accurate estimate for MRFs. According to our experiment the estimation of robust LSF could result in a better classification. Observing \( \theta \) in Table 3, we find that the parameters controlling the horizontal and vertical directions are obviously larger than others, which is consistent to the character of the image whose main topographic features, buildings, roads, paths are almost distributed horizontally or vertically.

<table>
<thead>
<tr>
<th>Overall Accuracy</th>
<th>Kappa Coefficient</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC</td>
<td>85.43%</td>
<td>0.8188</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.70, 0.48, 0.02, 0.13]</td>
</tr>
<tr>
<td>MPC</td>
<td>85.03%</td>
<td>0.8137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.75, 0.76, 0.28, -0.11, 0.04, -0.30, -0.32, 0.02, 0.13]</td>
</tr>
</tbody>
</table>

Table 3 Classification accuracy obtained by LSF and robust

As can be seen from Figure 3a, grass, trees roads and paths are the main feature in this plot. Most trees gather on the upside of the image and the others distributed alone the path. In Figure 2b and Figure 2c, something in common is that grass, roads and clustered trees are almost correctly classified while paths are all misclassified as roof. However the different is the trees along the paths which are smoothed a lot by PPC MRF while they are retained by MPC MRF (as the pointed in blue rectangle in Figure 3c).
In this study we compared the classification performances by MRFs based on PPC and MPC. By estimating clique parameters, two MRFs entirely exhibit their capabilities in classification for HYDICE. The results reveal that, MRF with PPC and MPC do not exhibit an obvious difference in classification accuracy with limited test samples. MRF with PPC inclines to neglect the isolated and small pixels and courses an information loss. However, MRF with MPC has an advantage in preserving the classification details. A new clique parameter estimation method, a robust LSF, is proposed in the study. The new method results in a better classification in the experiment which means a better estimation is acquired. Hence, the proposed estimation method is worthy of being taken in application.
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