3D MODELING FOR UNDERWATER ARCHAEOLOGICAL DOCUMENTATION: METRIC VERIFICATIONS
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ABSTRACT:

The survey in underwater environment has always presented considerable difficulties both operative and technical and this has sometimes made it difficult to use the techniques of survey commonly used for the documentation of Cultural Heritage in dry environment. The work of study concerns the evaluation in terms of capability and accuracy of the Autodesk123DCatch software for the reconstruction of a three-dimensional model of an object in underwater context. The subjects of the study are models generated from sets of photographs and sets of frames extracted from video sequence. The study is based on comparative method, using a reference model, obtained with laser scanner technique.

1. INTRODUCTION

The documentation of underwater cultural heritage is a main step for the study and the conservation of finds and for the preliminary project of conservation intervention. Underwater finds, especially those most fragile, as wooden elements of wrecks or of theirs loaded wares, subsequently to their discovery and excavation have to be surveyed in a short time before an appropriate project of recovering and conservation.

The survey in underwater environment had ever presented many difficulties both operative and technical, and that not allowed the use of the survey techniques applied, commonly, to the documentation of cultural heritage in dry environment. Today in the field of documentation of Cultural Heritage are witnessing a remarkable development of techniques of 3D Modeling, which allow obtaining rapidly, and almost automatically, three-dimensional models from digital images. These techniques are based on algorithms derived from the field of Computer Vision and are able to accelerate the process of generation of 3D metric data. (Barazzetti et al, 2010, 2011).

The algorithms applied are referred to the Structure for Motion (SfM) technique, that allows to obtain automatically both the orientation of photograms that the generation of 3D model, without the use of external targets (Remondino, 2010). Low-cost Photogrammetric Softwares (i.e. Agisoft PhotScan) and free web-sources softwares (i.e. ARC3D, Autodesk123DCatch, Hyp3D) are based on these algorithms, and are able to generate automatically 3D model from sets of captures obtained with not calibrated cameras. Recent studies are oriented to the verification and reliability of the results obtained from the use of web-service software in the context of the documentation of architectural and archaeological heritage (Fratus de Balestrini, Guerra, 2010).

Given the robustness of the algorithms used, it’s possible to process large amounts of frames in the processing of the autocorrelations of the homologous points and the orientation of the entire sets of photo, even under extreme conditions for application of traditional photogrammetric techniques, with disturbing elements such as falls of light, variable shadows, optical distortions, variable distance from the subject, variation of the focal distance, etc. In relation to the flexibility of the approach it can be used for wide range of scenes and objects (Alshawabkeh et al., 2011).

In recent years in the field of underwater archaeological documentation it’s interesting the implementations of automation processes in the techniques of close-range photogrammetry (Canciani et al., 2002), with the use of coded targets for the calibration of the camera. Other recent studies are based on automatic image-based techniques that investigates the potential and limitations of this technique on set of digital photos (Skarlatos et al. 2012).

2. MAIN GOALS AND METHOD APPLIED

2.1 Main goals

The main goals research regard the evaluation in terms of reliability and metric accuracy of the 3D models generated by the free web-sources software Autodesk123DCatch of an free-morphing object, an amphora, placed on the seabed, the typical archaeological context of the discovery of an isolated finding. The 3D models are generated from different sets of photographs, at different resolution, and from sets of frames extracted from the video of the same scene. For each generated models the software did not associate any type of data near the quality of the process. For this reason, the evaluation is carried out with a comparative method: the 3D models, oriented and scaled meshes, are compared directly with a reference surface at high resolution obtained with a laser-scanner survey. Object of the test is an amphora 40cm high and with a maximum distance between the handles of 33cm.

2.2 Method of research

In order to obtain an assessment of the reliability and accuracy of the software, we carry out a set of captures and video recording around the subject. At base of the amphora, on seabed, is placed a metric reference, a metal square frame, of side of 60cm length, with a graduated scale and a target for each vertex. We carry out four tests, (two for sets of photos and two for sets of video-frames). Regarding the processing of the photos, for both the tests we used the same set of photos but we change the resolution of pictures). For the tests with video-frames, we maintain the same resolution (video resolution) for both tests, but we change the number of frames. Before starting the
processing, we need to extract each frame (as single picture) from video recording. The meshes generated, scaled and oriented, are compared directly with software Geomagic Qualify able to manage, from time to time, the comparison between the meshes and to display the values and the graphics of maximum and minimum deviation between the surface obtained and the surface of reference.

The reference model is a point cloud obtained with a 3D scanner (NextEngine3D Scanner). The “wide” mode used can reach the accuracy of ± 0.4 mm maximum. The point clouds are oriented through the use of software NextEngineStudioCORE, applying the alignment process both manually and automatically. The software also allows the generation of a textured mesh exportable in OBJ format.

### 3.2 Data Processing

#### 3.2.1 Laser Scanner process

In order to be able to have a reference model for the phase of the direct comparison to carry out with the software GeomagicQualify, it’s necessary the decimation of the number of faces of the triangular mesh obtained. The decimation process is set by imposing the priority of curvature which allows to maintain a good detail of parts of the surface particularly articulated. At the end of the decimation process the new mesh has a number of faces (triangles) of the same order of the meshes to compare, without a sensitive loss of accuracy.

#### 3.2.2 Photogrammetric process

The workflow of the software free web-sources Autodesk123DCatch can be summarized as follows:

- upload of the images on the processing server;
- processing by the remote server for the reconstruction of the 3D model;
- download of the mesh.

After initial upload of images, it’s possible to insert the homologous points on the frames manually, in the process of orientation of the frames, and also to set the metric references or values relative to the camera. However, we decide to leave all the parameters as of default. In our case, since the frames are uploaded in ordered sequence and with good coverage of the image between successive frames, it’s not necessary to insert homologous points manually and the system not detect any problem of processing of different groups of frames.

For the first test, the set of 30 photographs maintains the full resolution (4288x2848 pixels) of the JPEG files. For the second test, the same set is processed at the resolution of 1270x850 pixels, that is the closest resolution to that of video frames (1270x720pixel).

Before the processing of the video frames, we convert the video from .AVI format to .JPEG format, creating an image file for each frame. The number of frames generated for the video recording of 53 seconds is almost 1300.

For the third test, we select a set of 30 frames (one in 36 frames), that is the same number in the previous tests. In the latest test, we increase the number of frames up to 252 (one in 7 frames).

For every test, we generate two triangular meshes, with setting “mobile” mode (low quality), for the first, and the “maximum” mode (high quality), for the second.

### 3.3 Analysis and critical evaluation of data

To obtain the comparison with the software Geomagic Qualify between each mesh, generated with Autodesk 123DCatch, with the reference model, we need, in the first time, apply the process of alignment of the meshes at the same reference system.

The software allows you to process a report of deviation values max and min, average distance and standard deviation obtained by the comparison of the accuracy of each mesh with the reference model.

At the end of the comparison process we obtain the values for each processing and the graphical representation of the values of the deviation according to a chromatic scale, having values of maximum deviation of ± 25mm and a unit value of ± 0.50mm. Values greater than the maximum deviation are excluded from the calculation because in all cases these regard the not visible areas of the handles and to the inner part of the neck of the amphora.
Table 1. Graphical representation of the values of the deviation according chromatic scale and relative value table of maximum distance (positive and negative), average distance, standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>1.a</th>
<th>1.b</th>
<th>2.a</th>
<th>2.b</th>
<th>3.a</th>
<th>3.b</th>
<th>4.a</th>
<th>4.b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>30photos (4288x2848pix)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dist. Max (positive)</td>
<td>21.799 mm</td>
<td>21.896 mm</td>
<td>21.999 mm</td>
<td>21.761 mm</td>
<td>21.996 mm</td>
<td>21.190 mm</td>
<td>21.999 mm</td>
<td>24.110 mm</td>
</tr>
<tr>
<td>Dist. Max (negative)</td>
<td>-21.797 mm</td>
<td>-21.890 mm</td>
<td>-21.999 mm</td>
<td>-21.800 mm</td>
<td>-22.000 mm</td>
<td>-24.199 mm</td>
<td>-22.000 mm</td>
<td>-24.110 mm</td>
</tr>
<tr>
<td>Average Distance</td>
<td>0.892 mm</td>
<td>0.669 mm</td>
<td>1.108 mm</td>
<td>0.012 mm</td>
<td>1.508 mm</td>
<td>1.215 mm</td>
<td>1.508 mm</td>
<td>1.215 mm</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>4.413 mm</td>
<td>3.895 mm</td>
<td>5.172 mm</td>
<td>4.345 mm</td>
<td>8.362 mm</td>
<td>8.659 mm</td>
<td>8.362 mm</td>
<td>8.659 mm</td>
</tr>
</tbody>
</table>

| **30frames (1280x720pix)** |     |     |     |     |     |     |     |     |
| Dist. Max (positive) | 21.896 mm | 21.899 mm | 21.761 mm | 21.761 mm | 21.996 mm | 21.996 mm | 21.996 mm | 21.996 mm |
| Dist. Max (negative) | -21.890 mm | -21.999 mm | -21.800 mm | -21.800 mm | -22.000 mm | -22.000 mm | -22.000 mm | -22.000 mm |
| Average Distance | 0.165 mm | 0.165 mm | 0.012 mm | 0.012 mm | 1.215 mm | 1.215 mm | 1.215 mm | 1.215 mm |
| Standard Deviation | 8.362 mm | 8.362 mm | 4.345 mm | 4.345 mm | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm |

| **30frames (1280x720pix)** |     |     |     |     |     |     |     |     |
| Dist. Max (positive) | 21.996 mm | 21.999 mm | 21.761 mm | 21.761 mm | 21.996 mm | 21.996 mm | 21.996 mm | 24.110 mm |
| Dist. Max (negative) | -21.999 mm | -21.999 mm | -21.800 mm | -21.800 mm | -22.000 mm | -22.000 mm | -22.000 mm | -24.110 mm |
| Average Distance | 1.508 mm | 1.508 mm | 0.012 mm | 0.012 mm | 1.215 mm | 1.215 mm | 1.215 mm | 1.215 mm |
| Standard Deviation | 8.659 mm | 8.659 mm | 4.345 mm | 4.345 mm | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm |

| **252frames (1280x720pix)** |     |     |     |     |     |     |     |     |
| Dist. Max (positive) | 24.110 mm | 24.110 mm | 21.996 mm | 21.996 mm | 21.996 mm | 21.996 mm | 24.110 mm | 24.110 mm |
| Dist. Max (negative) | -24.199 mm | -24.199 mm | -22.000 mm | -22.000 mm | -22.000 mm | -22.000 mm | -24.199 mm | -24.199 mm |
| Average Distance | 1.215 mm | 1.215 mm | 1.508 mm | 1.508 mm | 1.508 mm | 1.508 mm | 1.215 mm | 1.215 mm |
| Standard Deviation | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm | 8.659 mm |
The study of the data is oriented, in a first time, to the comparison between the values, obtained for each test, then we carry out an evaluation in terms of a real usefulness of the models obtained for the purpose of the underwater archaeological documentation.

According to the values of deviation, shown in Table 1, there is the highest accuracy using full-resolution photos (1.a and 1b) and a decrease of the value of maximum deviation for 1.b of 20% than 1.a, so an increase of accuracy applying the "maximum" mode.

An analysis of cases 2.a and 2.b shows an increase in the standard deviation but always near to the corresponding cases 1.a and 1.b (+ 10% approx), and a concordant increase in precision in the transition from “mobile” mode to that “maximum”.

For the cases 3.a and 3.b of the sets of frames extracted from the video, it occurs that, although the resolution of frames is 1280x720 pixels, very close to that of the cases 2.a and 2.b (1280x850 pixels), and there is the same number of frames (30), in comparing the cases 2.a and 3.a there is an increase of almost 45% of the value of average deviation. Also occurs that the 13% of the vertices of the mesh generated in 3.a are more distant in the value of fixed maximum deviation and are automatically excluded from the calculation.

This suggests that a decrease of accuracy dependent mainly on the quality of video-frames, in fact the images present a panning effect. This disturb becomes critical when we apply the “maximum” mode (case 3.b): a standard deviation value of 3.b greater than 50% percent compared to that of 3.a.

For cases 4.a and 4.b, the number of frames processed is 252 (more than eight times that of 3.a and 3.b). The number of vertices of the mesh excluded from the calculation is 14% for 4.a case and 16% for 4.b case.

With the increasing of eight times the number of frames respect to the cases 3.a and 3.b (from 30 to 252) we improved the accuracy with a reduction of the value of standard deviation of about -30%. As for the cases 3.a and 3.b we have a loss of accuracy of the mesh obtained with “maximum” mode respect to the other obtained with “mobile” mode.

We carry out another type of study about the real usefulness for practical aspects of the archaeological documentation. In particular we propose the study of the profiles of 3D models obtained for each test to evaluate if these are able to describe geometrically in order to allow an identification and a first classification of the archaeological find. For this purpose, we create two profiles for each model through the sections of the 3D mesh with a pair of orthogonal planes having the axis coincident with that of symmetry of the geometry of the amphora.

The first of the two planes, which intersect the two handles of the amphora, allow to obtain a longitudinal section. In the following diagrams are shown on the left side, respect to the axis of symmetry, two half-sections (the longitudinal section, represented by the black line, and the perpendicular represented by the red line), while the right side is presented a front view of the model with texture. For each diagram we overlap the metric references, dashed lines, of the reference model and these represent some of the geometric elements necessary for the identification of an amphora type: total height, shoulder height, points of attack on the handles.

Table 2. Graphical representations of sections and 3D textured surfaces, with metric reference of the geometric elements measured on the reference model.
An analysis of the diagrams in Table 2 shows a geometric correspondence of the characteristic elements taken as reference, and this even in models with worse accuracy (3.be 4.b). Despite the strong deformation of the models obtained, for these models we should obtain roughly the size of the object and the identification of different parts of the same, and its spatial position.

4. CONCLUSIONS

As shown above, and relatively to the metric data obtained, we state that the software Autodesk123DCatch is capable of processing three-dimensional models of the object through the use of photos, obtaining a level of accuracy sufficient for the geometrical characterization of the object (1.a, 1.b, 2.a, 2.b cases). In cases in which is used the frames of the video, we obtained a deterioration of the metric accuracy, sometimes resulting in a substantial deformation of the model respect to the reference model (3.b, 4.b cases).

The loss of surface quality certainly does not allow the geometric description as clear as in the previous cases, but still allows you to be able to identify the maximum sizes of the object and its fundamental parts (handles, neck, shoulder). This aspect is an important factor as it allows however to be able to identify the type of the object (amphora) and its spatial position, that with the metric dimensions, allow to obtain a clearer description of the archaeological context and provides useful information in any excavation and/or recovery project.

A general evaluation may be made in respect of the potential of the technique used. It allows to obtain a considerable amount of metric data relating to an underwater context not reachable through any other survey technique currently employed in the field of marine archeology, to this is added the shortness of time for the capture phase and the processing phase. Also the ease of realization the entire process from capture phase to the phase of processing with the software, which reduces the intervention of the user, allows its use by not specialized users.

Despite the relatively low value of accuracy of the models obtained from the frame-video, it can be seen that in any case the system can generate the metric data from video sequences, and this opens up an important possibility of application with the use of archival material. The video documentation is usually more available, as always used in the investigation of underwater archaeological study as well as that of the photographic documentation. For this latter we can use sets of picture employed for photo-mosaic project of the area, in fact the overlapping of the image between consecutive picture is at least 60%, and this allows a good configuration for the software Autodesk123DCatch.
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