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ABSTRACT:

This paper presents an approach for modeling #Hjectory of a moving platform equipped with a laseanner and a camera. In
most cases, GNSS and INS is used to determine rthetation of the platform, but sometimes it is mspible to use GNSS,
especially indoor applications should be mentioheck. INS has a bad error propagation without GNS@ddition, the accuracy
of GNSS and low-cost INS is limited and often ngtiealent to the accuracy potential of laser scesrfeor the camera, there exists
the well-known alternative to obtain the orientatiparameters via triangulation, for instance emiplpystructure-from-motion
techniques. But it is more challenging to find aterlative for the laser scanner, because of itaesdtl data acquisition. In the
approach shown here, we propose to use a cameomibination with structure-from-motion techniquesize basis for determining
the laser scanner trajectory parameters. For tivqtoge, we use piece-wise models for the trajedtogugh polynomial functions,
supported by time-stamped matches between laseneicand camera data.

1. INTRODUCTION matched with generated LiDAR intensity images uditagris
corners. They use quadratic polynomials for X, Y(pdint of
origin of the laser scanner) and omega, phi, kafptation

Cameras and laser scanners are tools for spateébdqtisition.
parameters of the laser scanner).

If they are used on moving platforms such as UAKmobots, it
is essential to know their position and orientatgarameters ] ) o
during the scanning process. GNSS and INS are ofted for In our approach, cubic polynomials are used fo_h&adrlnsm
the determination of the pose of the laser scarinecertain ~ Parameter of the the laser scanner and the rotasicnmodeled

applications, however, it may be impossible to @SS and/or ~ With quaternions. Furthermore, we try to include thatching
it may be beneficial to work without INS, for inatee due to results between image and laser scanner data asvatiens in
adverse error propagation. Camera orientation paessean an integrated bundle adjustment.

be determined by well-known aero-triangulation teghes or ) ) ) ) ]
by structure-from-motion tools, if there is enougherlap [N the piece-wise polynomial model for the trajeytsection
between the images. For the laser scanner it ig miifficult to ~ Detween two time instancesand t., the position of origin of
find an adequate alternative, mainly due to its-remundant the laser scanner is expressed:

sequential data acquisition nature. Furthermome attturacy of

a laser scanner is often superior to GNSS accuteaging to X2t) = XPt)+s o (t=t)+s y(t—t)+s (1=t

the accuracy potential being deteriorated in thereferencing YO(t) = YOt)+s o (t—t )+ 5, (t—t ) +s 5 (t—t)° (1)
process especially when light-weight low-cost GNSS O(t) _ ZO(t_)+ (t=t )+ -(t—t.)2+ -(t—t.)3
components are being used. The main goal of theoapp - L)+ Sian ¥ S i) ¥ S '

presented here is to obtain a trajectory (timelvesb 6-dof

pose data) for the |asel‘ scanner Wlth a higherl‘acyLbased on Quaternions of |aser scanner orientation:

matching features between image and laser scamter Tthus,

structure-from-motion techniques applied to higlsotation a'(t)

camera image sequences from the base for trajectory "

determination. Doing so, we have to cope with tliféerént b, " (t) i )
. P ey . ' 3

temporal resolution of camera and laser scannes. ihn first c.'(1)

instance considered by a cubic polynomial as magtiermodel d'(t) = d (t)+s.(t=t)+s,(t—t; +s5(t—t)

for the trajectory piece between two images ofdhmera, with

the polynomial parameters obtained from the phaiognetric

image sequence processing and the laser scanning da The interpolated quaternions have to be normalized:

n:(al_l (t)2+bL'(t)2+CL'(t)2+dL' (t)z)fo_s

aL(t):aL'(t)’n bL(t):bLl(t)'
c(t)=c.'(t)n di(t)=d. " (t)

(Zhang et. al., 2013) present a related methody Phepose a
LiDAR strip adjustment method which is aided by GR®l
INS. At first an aero-triangulation with ground ¢ai points is
conducted in their approach, subsequently the aremies are
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n
n

This contribution has been peer-reviewed.
doi:10.5194/isprsarchives-XL-3-191-2014 191



where
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XL (1), YOL(b), Z°(t) = coordinates of the point of
origin of the laser scanner at time t

i = index over images

j = index over extrinsic parameters

k = index over degree of the polynomial

Sk = polynomial parameters

t; = acquisition time of the last image with index i

ai (t), bi(t), c(t), dL(t) = not normalized quaternions
of the laser scanner orientation at time t

a (t), b (1), c (), d_(t) = quaternions of the laser
scanner orientation at time t

The paper is organized as follows: Section 2 dessrithe
workflow how to acquire the trajectory. The followgi sections
go into detail of some single steps from the ovesxalrkflow.
The last section gives a conclusion and outlook.

10)

11)

12)

13)

image) to get homologous features extracted from
both data.

Then follows the central step of an integrated beind
adjustment with the LIDAR and image data with the
time-stamped homologous points between laser
scanner and image data as observations and the
trajectory parameters introduced as unknowns.

In an additional step, an adaptive balancing of the
standard deviations of the different groups of
observations can be done in order to improve the
stochastic model (variance component estimation).
Then the computed polynomial parameters from the
bundle adjustment are used as new initial values an
the steps 7 to 12 are repeated until it is conwkrge
Finally, all laser scanner measurements can be
converted into XYZ coordinates using the trajectory
parameters and the time-stamped laser scanner range
measurements.

Some of these steps are explained in more deteil la

2. WORKFLOW

A typical dataset to be processed consists of imagel laser
scanner measurements taken from a moving platfdre

images will usually have a time interval of abousexond, if
they are taken by high resolution light-weight ceaevhile the
laser scanner will have a data rate in order 0260-kHz. Low
precision GNSS and INS data may be available ard &s
approximate values, but is not a pre-requisite. Sawontrol

points

should be available for datum definition.

The data processing chain can be sketched like(sleis also
Figure 1):

1

2)

3)

4)

5)

6)

7)

8)

9)

Beforehand, the intrinsic parameters of the camera a
determined by self calibration; as an alternatihe,
camera parameters may also be determined by
simultaneous calibration.

The next preparation step is the determinatiorhef t
relative orientation between laser scanner and @me
(platform calibration, bore-sight alignment). Tluian

be done by scanning objects of known geometry such
as cones as described in (Mader et. al., 2014).

The actual data acquisition takes images and laser
scanner measurements along a trajectory of a UAV or
some robot.

Then the orientation parameters of all
determined using a structure-from-motion tool.
The laser scanner orientation parameters at thgema
acquisition time steps can be computed using the
parameters of the relative orientation.

A computation of adapted cubic splines for thelas
scanner orientation parameters provides initialesl

for the polynomial parameters.

With the aid of the (initial) trajectory of the ks
scanner a point cloud is generated from the laser
scanner data.

Intensity images are computed by projecting thefpoi
cloud from the laser scanner data in virtual images

images

|camera calibration!

{:i)latform calibratio_r;;\
[idata acquisition}
v

[ triangulation of the images
_with structure-from-meotion tools |

computation of the laser scanner orientation|
for each image acquisition time

" cubic spline for initial values
_for the polynomial parameters |

generation of a pointcloud and intensity images

i

y

o v

Iilatching between LIDAR and image dataj_

;

[:ir:tegrated bundle adjustment_t

\ J

[ variance component estimation ‘

These images are the basis for matching between e Prior;

image and laser scanner data.
The next step is a matching between the camera

Figure 1. Data processing chain

3. PLATFORM CALIBRATION

As a pre-requisite for further data processing, Hystem
components should be calibrated. This can eithgreb®rmed

as outlined in this section, or througmudtaneous

calibration during the actual data processing {Ged).

images and the laser scanning data. In our appribachThe platform calibration includes the determinatwinthe six
is based on descriptor matching techniques (intensi fix parameters of the relative orientation betweamera and

image from the laser scanner data and the camegfanner. As described in (Mader et. al., 2014) €@me used to
realize this. The orientation of the laser scanoan be
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computed by minimizing the distances of the lasmanaer
points to the surface of the cones. The geomettii@tones is
determined in the course of an extended photograriome
bundle adjustment. The extrinsic parameters arsidered as
unknowns in the least squares problem, requirindgeast 3
cones. Figure 2 shows the calibration environment.

Figure 2. Calibration environment

The results of such a calibration are shown in &4bl

Value Standard deviation
point of origin:
Xo [mm] 372.285 0.48
Yo [mm] -23.671 1.86
Zo [mm] 47.400 0.42
guaternions:
al-] 0.69343 0.00063
b[-] 0.23252 0.00051
c[] 0.24956 0.00055
d[-] -0.63467 0.00067

Table 1. Results of the platform calibration: th&iesic
parameters of the laser scanner in the cameraioabedsystem

4. DATA AQUISITION AND TRIANGULATION OF
THE IMAGES

For test purposes, we used a platform equipped with
industrial CCD camera (AVT Prosilica GT 3300C) andgatt
weight 2D laser scanner (Hokuyo UTM-30LX). The datas
acquired after the calibration process. It is @ record time
stamps for the camera images and laser scanningunegaents
in the same time system to assign the data. Teestiep of the
following data analysis is the image triangulatiamjch can be
realized with the VisualSFM software (Wu, 2011). eTh
corresponding image points derived from VisualSF¥e a
improved with Least Squares Matching (Gruen, 19&#pwed
by a new bundle adjustment with the improved
coordinates. We use the SfM_georef software (Jastesl.,
2012) to get the output to scale. As result, thes tscaled
orientation parameters of the images are obtained.

In a next step, the orientation parameters ofdkerlscanner for
the image acquisition time instances are compuiéd thve aid
of the relative orientation given from the caliliwatprocedure.

5. INITIAL VALUESFOR THE POLYNOMIAL
PARAMETERS

The integrated bundle adjustment for the deterrianadf the
time-resolved trajectory parameters requires initialues.
These initial values for the polynomial parameteen be
determined by computing a spline. Control pointstifig spline
are the orientation parameters of the laser scéonéhne image
acquisition time instances (derived from the exsidn
parameters of the camera images and the relatiemtation
from section 3) through the whole trajectory.

The spline function’sfor the extrinsic parameter X of the laser
scanner orientation according to the image i is:

s; (t):ai'(t_ti)3 +bi'(t_ti)2+ci'(t_ti)+xi
0.5:(t;_,+t;)<t<0.5t;+t;,,)

4

i=1.n index over the function values

n = number of given function values

a, b, ¢ = unknowns spline parameters

t = time variable

t; = time for the function value i

=t and f.1=t,

X; = X coordinate with index i = function value i

where

Some constraints are defined.
The spline should form a continuous function:

Sf(o's'(ti+ti+1)):six+1 (0~5'(ti+ti+1)) (5)

The first derivative should be continuous:

os; 95

Z2 _ i+ 6

Ot los(ese,) Ot fos(i+e.) ©
The second derivative should be continuous:

625? _ azsixﬂ 6

61’2 0.5-(t,+t,,) atz 0.5-(¢+¢,,) ( )

Thus, 3-n-3 constraints can be derived, but theee 3an
unknowns. For this reason, 3 other constraintshiacessary, for
instance:

b,=b,=c,=0 @

Now a linear system of equations can be set upsahed. The
splines for Y, Z and for the quaternions can be mated in the
same way.

Figure 4 shows the trajectory of laser scanner. Albe points
are the interpolated points of origin of the lasganner

imagecomputed with the aid of the spline parameters. Tamera

orientations are visualized as green pyramids. Bage lines
between the point of origin of the laser scanned dne
projection center of the camera at the acquistiime instances
of the images are displayed as cyan lines. The aid®e laser
scanner coordinate system at the acquisition tifrtbeoimages
are visualized as well (X-axis: red; Y-axis: greefgxis: blue).

This contribution has been peer-reviewed.

doi:10.5194/isprsarchives-XL-3-191-2014

193



The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-3, 2014
ISPRS Technical Commission Ill Symposium, 5 — 7 September 2014, Zurich, Switzerland

Figure 4. Initial trajectory by spline computation

6. MATCHING

Having computed the spline parameters for the tat&m
parameters, a first point cloud can be generatu the laser
scanner data using the initial trajectory of theelascanner and
its distance measurements. Note that this initéhtpcloud will
be sub-optimal, due to the relatively long timesiwtl between
the image capture time instances and the irregntafement of
the platform. The central goal of the approactoiseffine this
trajectory using tie points between the images #ral laser
scanner point cloud.

To obtain these tie points, a matching between_ib&R and
the image data is performed. Different approactesge theen
used for LIDAR and image data registration, for &mste the
feature-based image matching method SIFT (LoweAR08
frequency-based LPFFT (log-polar fast fourier tfarmation)
or the intensity-based mutual information technigdéese
methods are described and compared in (Ju eRCdl2). They
also present a new approach, which combines tieesmitjues
to take advantage of all of them and make it mobaist.
(Meierhold et. al., 2010) also presents a methedaf@omatic
feature matching between digital images and 2Dessprtations
of 3D Laser scanner point clouds based on SIFT rigesc
matching.

In the approach presented here, we combine the FA&iiure
detector and SIFT descriptor matching to find maschetween
the image data and an intensity image generated the laser
scanner point cloud.

The projection centers of the intensity images @eeed into
the points of origin of the laser scanner at thgugsition time
steps of the corresponding camera images. Theaotatatrices
are set to those of the corresponding camera image.

An example of such an intensity image is shownigurg 5.
Herein, the degradations caused by the prelimiti@jgctory
deficits as described above are obvious.

For the matching process between the camera inmugshe
intensity images derived from the laser scannea,daturned
out to be sometimes necessary to scale the imagEsIbe to
prevent artifacts of scaling invariant feature deies. The
image of the camera is scaled so that the dimessidrthe
camera image and the intensity image are approiynat
identical. The FAST feature detector is applieddth images,
and for all interest points a SIFT descriptor isnpoted. Now
the 3D coordinates of the feature points in therisity image
are determined. To realize this, the nearest neighto the
feature points in the projected laser scanner parg obtained.
Subsequently the average of the 3D points is coatputhese
3D points can be projected into the camera imabges& image
points should be approximately the homologous gointthe
camera image.

Now the descriptor distances are computed for tharest
neighbors within a given radius to this image poiatfirst
result is shown in figure6, the corresponding points are
connected. There are still some small errors, whighmainly
caused by the different characteristics of thenisity image and
the camera image.

Figure 5. Intensity image

7. INTEGRATED BUNDLE ADJUSTMENT

The integration of LIDAR and image data in a bundle
adjustment and a variance component estimation b
shown in (Schneider et. al., 2007). The approach isesimilar.

In addition to the observations of the laser scarhere are
some more unknowns for the trajectory parametens no

The following variables are introduced as unknowns:

¢ the parameters for the time-resolved trajectory

* the 3D coordinates of the corresponding points

e optionally the extrinsic parameters of the camera
images

« optionally the intrinsic parameters of the camera

¢ optionally the parameters for the relative origntat
between camera and laser scanner

The observations are listed here:
e image coordinates of the tie points in the camera
images
e the laser scanner measurements for the tie points
« optionally some object distances to improve théesca

There are some constraints, too:

e constraints for quaternions of the camera orienati
(sum of squares is equal to one)

e optionally some constraints for the free network
adjustment

e optionally constraints for the trajectory paramgter
for instance continuous function values of the
polynomials
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It is crucial, that all observations, especiallg tlaser scanner
measurements, are introduced with a time-stamp doramt
proper relation to the time-resolved trajectory.

Figure 6. Matching result, the corresponding poanes
connected

The bundle adjustment is iterative. The improvedapeters
are considered as new initial values. Using thesarpeters, a
new (improved) 3D point cloud and new intensity ges can
be computed from the laser scanner data, whiclithare again
fed into the image-scanner matching routine. Theieps are
repeated until the process converges.

An adaptive balancing of the standard deviations thoé

observations can be performed in an addition@l stemprove

the stochastic model.

At this stage, no results of the integrated burdl@istment can
be shown, as this is ongoing work.

8. CONCLUSION AND OUTLOOK

This paper presented a method to achieve timewedol
trajectory parameters for a moving platform. Fpattial results
have been shown, proving the possibility of usimgimage-
based trajectory for generating a preliminary 3Dnpaloud
from laser scanner data and the feasibility of matg between
images and laser scanner data. The main stepshdkiatto be
done in the future, are the integrated bundle adieist and the
variance component estimation. Furthermore, themgotential
to improve the matching.
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