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ABSTRACT:

In this paper we address the problem of classification of remote sensing images in the framework of transfer learning with a focus on domain adaptation. The main novel contribution is a method for transductive transfer learning in remote sensing on the basis of logistic regression. Logistic regression is a discriminative probabilistic classifier of low computational complexity, which can deal with multiclass problems. This research area deals with methods that solve problems in which labelled training data sets are assumed to be available only for a source domain, while classification is needed in the target domain with different, yet related characteristics. Classification takes place with a model of weight coefficients for hyperplanes which separate features in the transformed feature space. In term of logistic regression, our domain adaptation method adjusts the model parameters by iterative labelling of the target test data set. These labelled data features are iteratively added to the current training set which, at the beginning, only contains source features and, simultaneously, a number of source features are deleted from the current training set. Experimental results based on a test series with synthetic and real data constitutes a first proof-of-concept of the proposed method.

1. INTRODUCTION

The automated extraction of topographic objects from remotely sensed data has been an important topic of research in photogrammetry and computer vision for many years. In this context, a major focus of research is on approaches based on machine learning. Traditional machine learning techniques make general predictions about unseen data using statistical models that are trained on a previously collected training data set. The basic assumption underlying this strategy is that the training and test data sets are drawn from the same feature space and from the same distribution. The main advantage of such methods is that they are easily transferred to new data sets: the underlying classifier can be trained anew using a sufficient amount of representative training samples from the new data set, so that the statistical model of the classifier is adapted to the distribution of features of the new data and the assumption of identical distributions of training and test data is fulfilled. However, there is also a drawback: applying this strategy requires a separate set of labelled training data for each data set to be classified, the generation of which can be tedious and costly. Therefore it is desirable to transfer classifiers to new data without any or just a few new training samples.

This problem is tackled by techniques for Transfer Learning (TL) (Thrun and Pratt, 1998; Pan and Yang, 2010). The goal of TL is to transfer a classifier which was trained on data from the so-called source domain where the features follow a certain distribution and where a specific task (source task) is to be solved, to a target domain, where either the definition of the features or the task may be different, but related. The assumption that there has to be some relation between the two domains is important, because if there were no such relation, transfer would be impossible. There are different settings of the TL problem, depending on whether the task or the feature distributions or both are different and whether training data are supposed to be available in the target domain or not. In this paper, we address the transductive TL setting in the framework of domain adaptation (Thrun and Pratt, 1998). In this context, labelled training data are only available for the source domain and the classification tasks of the two domains are supposed to be identical. We also assume the feature spaces of both domains to be identical. Consequently, the source and the target domains only differ by their respective feature distributions. It is the goal of transductive TL to transfer a classifier trained on training samples from the source domain to the target domain, where the features have a different distribution, without additional training data. The particular application we are interested in is the pixel-based classification of images. In this context, we develop a new method for TL which is inspired by (Bruzzone and Marconcini, 2009), but uses logistic regression (Bishop, 2006) rather than Support Vector Machines (SVM) (Cortes and Vapnik, 1995) as a base classifier.

This paper is organized as follows. Section 2 gives an overview on related work in transfer learning, with a focus on applications in remote sensing. In Section 3 we present our new methodology for TL. Section 4 describes the experimental evaluation of our new approach both for synthetic and for real data. We conclude the article with an outlook and a discussion of future works in section 5.

2. RELATED WORK

2.1 Literature Review

We start with a short overview about TL approaches based on (Pan and Yang, 2010). Following the authors of that publication, formally a domain $D$ consists of two components: a feature space $X$ and marginal probability distribution $P(X)$, where $X \in X$. In general, if two domains are different, then they may have different feature spaces or different marginal probability distributions. In TL, we typically consider two domains, the source domain $D_S = \{(X_S, P(X_S))\}$ and the target domain $D_T = \{(X_T, P(X_T))\}$. Given a specific domain $D = \{X, P(X)\}$ a task $\mathcal{T}$ consists of two components: a label space $\mathcal{C}$, where the notation $\mathcal{C}$ is used to indicate that in our application the labels represent object classes, and an objective predictive function $f(\cdot)$, thus $\mathcal{T} = \{\mathcal{C}, f(\cdot)\}$. The predictive function is not observed but can be learned from the training data, which consists of pairs $\{x_i, C_i\}$, where $x_i \in X$ and $C_i \in \mathcal{C}$. Again, we...
differentiate a source task $T_S = \{C_S, f_S(\cdot)\}$ and a target task $T_T = \{C_T, f_T(\cdot)\}$. According to (Pan and Yang, 2010), there are three settings of TL to be distinguished:

- **Inductive TL**: in this setting, different tasks need to be solved in the source and target domains, but the domains are assumed to be identical, thus $(D_S = D_T, T_S = T_T)$. Most importantly, a small amount of training data are assumed to be available in the target domain.

- **Transductive TL**: in this setting, the source and target tasks are assumed to be identical, whereas the domains may be different, thus $(D_S \neq D_T, T_S = T_T)$. Training data in the target domain are not available.

- **Unsupervised TL**: in this setting, both, the tasks and the domains are assumed to be different, thus $(D_S \neq D_T, T_S \neq T_T)$, and training data are not available in either domain.

As we are mainly interested in techniques not requiring training data in the target domain, we focus on the setting of transductive transfer learning. For thorough reviews of transfer learning also describing other settings, please refer to (Pan and Yang, 2010) or (Tommasi, 2013). The common assumption in transductive TL is that the feature spaces of the source and the target domain are identical and only the probability distributions from source and target domain are different (Pan and Yang, 2010).

There are two scenarios in which the distributions do not match (Bruzzone and Marconcini, 2010). In the first scenario, source and target samples are basically drawn from the same distribution, but the number or quality of the source domain samples (to be used for training a classifier) is not good enough for an accurate estimation of the underlying distribution, so that the estimated distribution does not match the distribution of the data to be classified (the target domain data). If both, the posterior distribution of the labels given the data and the marginal distribution of the data, are modelled incorrectly, the problem is called *sample selection bias* (Zadrozny, 2004), whereas if only the marginal distribution of the data is affected, it is referred to as *covariate shift* (Sugiyama et al., 2007), see also (Bruzzone and Marconcini, 2010). In view of the classification of remote sensing images, both cases correspond to a scenario in which the training data (source domain data) are not representative for the distribution of the data to be classified (target domain data), but where the training data are basically obtained from images where the features in principle follow the same distribution as in the test data. In the second scenario, the source and the target data are drawn from different domains. That is, the differences in the distributions are not caused by problems in the sampling process, but by the fact that the data actually follow different distributions. Approaches for solving this problem are often referred to as *domain adaptation* methods, e.g. (Bruzzone and Marconcini, 2009, Bruzzone and Marconcini, 2010). In view of our application, this corresponds to a problem where, for instance, the training data (source domain data) are extracted from another image than the test data (target domain data) which may, for instance, be affected by different lighting conditions or which was taken at another time of the year so that the appearance of the objects in the scene and, consequently, the distribution of the features is different. This is the scenario we are most interested in, because finding a solution to the TL problem in this scenario would imply that one can transfer a classifier trained on one image to a set of similar images (i.e., in the context of TL, to a related domain) without having to define training data in the new images. A related problem is *semi-supervised classification* (Camps-Valls et al., 2007), where few labelled training data are provided and unlabelled data having similar properties as the training data are used for a learning task. However, in this case, it is also assumed that training and test data follow the same distribution.

Methods of transductive transfer learning can also be characterised according to what is to be transferred. There are two scenarios (Pan and Yang, 2010):

- **Instance transfer**: This group of methods uses data from the target domain to train the classifier in the source domain. The classifier is successively adapted to the distribution of the data in the target domain, e.g. by weighing training samples with a probability ratio of data from the source and target domain (Sugiyama et al., 2007). A method based on boosting is TRAdaBoost (Dai et al., 2007), originally applied to text analysis. (Zhang et al., 2010) developed an algorithm based on logistic regression, using weights for the source training samples that are based on the distribution difference between source and target data and which are used to successively adapt the classifier to the target domain distribution.

- **Feature-representation transfer**: such approaches try to find feature representations that allow for a simple transfer from the source to the target domain, e.g. (Gopalan et al., 2011).

In the classification of remotely sensed data using TL techniques, research on domain adaptation and semi-supervised learning with focus on methods for instance-transfer dominate. An unsupervised retraining technique for a maximum likelihood classifier is presented in (Bruzzone and Prieto, 2001). It was evaluated on two images of the same area from different epochs. Training data exist only for the first epoch and are used for the training of a generative classifier based on a Gaussian model. For the distribution of the data of the second epoch a Gaussian mixture model is used, where each class corresponds to one component of the mixture model. The components are initialized with parameters learned during training on the first image and then determined by expectation maximisation. Such a generative model is supposed to require more training data than discriminative classifiers (Bishop, 2006). In (Acharya et al., 2011), such discriminative classifiers are trained on the basis of the source domain. The result was combined with the results of several clustering algorithms in order to obtain improved posterior probabilities for the target domain data. The approach is based on the assumption that the data points of a cluster in feature space probably belong to the same class. (Bruzzone and Marconcini, 2009, Bruzzone and Marconcini, 2010) developed a domain adaptation method based on SVM. Starting from the result of the classifier after training on the source domain, feature vectors from the target domain are iteratively added to the set of training examples, while other feature vectors are deleted from the source domain, whereby the SVM is retrained after each iteration. The method shows good adaptation behaviour and it is superior to that of (Bruzzone and Prieto, 2001). (Durbha et al., 2011) show that methods of TL for classification of remotely sensed images can produce better results than a modifications of the SVM. However, SVM training is known to be relatively slow (Abe, 2006), in particular in a multi-class setting, so it would be desirable to apply other base classifiers for TL.

### 2.2 Contribution

To the best of our knowledge, this is the first method for transductive transfer learning for classification in remote sensing on the
basis of logistic regression (Bishop, 2006). In contrary to previous research on transfer learning based on generative models (Bruzzone and Prieto, 2001), a discriminative probabilistic classifier models the posterior probability directly and is expected to require fewer training samples than a generative approach. We choose a method based on instance transfer that is inspired by (Bruzzone and Marconcini, 2010), but uses a base classifier of lower computational complexity, in particular in training. In addition, unlike SVM logistic regression can be expanded to the multiclass case in a straightforward way. As (Bruzzone and Marconcini, 2010), we follow the strategy of gradually replacing source training samples by target samples classified by the most current state of the classifier, but due to the different nature of our basic classifier (logistic regression vs. SVM) and due to a different training paradigm (Bayesian estimation vs. maximum margin training), we have to use strategies different to those applied in (Bruzzone and Marconcini, 2010) for deciding which training samples from the source domain are to be eliminated from the training data and which samples from the target domain are to be added in each iteration. This approach is also different to (Zhang et al., 2010), because we do not weigh source domain samples to adapt the final classifier, but we substitute source samples by target samples, so that the classifier is trained only on the basis of target domain samples that received class labels in the adaptation process. Furthermore, unlike (Zhang et al., 2010), we are not dealing with binary classification, but we consider multiclass problems.

3. LOGISTIC REGRESSION FOR TRANSFER LEARNING

In this section we will describe our method for transfer learning based on multiclass logistic regression. We start with explaining the training procedure for logistic regression in section 3.1 before presenting our transductive TL approach in section 3.2.

3.1 Logistic Regression

Logistic regression is a discriminative probabilistic classifier that directly models the posterior probability \( P(C \mid x) \) of the class labels given the data. While in this section we lean on (Bishop, 2006), in the nomenclature of TL (Pan and Yang, 2010), the posterior probability \( P(C \mid x) \) corresponds to the predictive function \( f(\cdot) \) that takes a feature vector \( x \) as an argument and delivers a class label \( C \in \mathcal{C} \) as the label for which \( P(C \mid x) \) becomes a maximum. We consider the multiclass case, thus distinguishing \( K \) classes, i.e. \( \mathcal{C} = \{C_1, \ldots, C_K\} \), and \( C_k \) is the class label corresponding to the \( k \)-th class. Logistic regression delivers linear decision boundaries in feature space. In order to achieve non-linear decision boundaries, the features can be transformed into a higher-dimensional space where they are supposed to be linearly separable. This transformation is realised using a feature space mapping \( \Phi(\cdot) \). That is, rather than to the original features \( x \), logistic regression is applied to a vector \( \Phi(x) \) whose components are (in principle) arbitrary functions of the components of \( x \) and whose dimension is typically higher than the dimension of \( x \). The first element of \( \Phi(x) \) is assumed to be a constant with value 1 for simpler notation of the subsequent formulae. An example for a feature space mapping is polynomial expansion of degree \( M \), i.e., \( \Phi(x) \) will contain all possible powers and mixed products of components of \( x \) having a degree smaller than or equal to \( M \). In the multiclass case (i.e., when more than two classes are distinguished), the model of the posterior is based on the softmax function:

\[
p(C = C^k \mid x) = \frac{\exp \left( w^T_k \cdot \Phi(x) \right)}{\sum_j \exp \left( w^T_j \cdot \Phi(x) \right)}.
\]

In equation 1, \( C^k \) is a particular class label, \( \Phi(x) \) is the transformed feature vector, and \( w_k \) is a vector of weight coefficients for class \( C^k \) that is related to the parameters of the separating hyperplanes in the transformed feature space. There is one such vector \( w_k \) for each class \( C^k \) that is to be distinguished. As the sum of the posterior over all classes has to be 1, these weight vectors are not independent. This is considered by setting the first weight vector \( w_1 \) to 0.

The parameters to be determined in training are the weights \( w_k \) for all classes except \( C^1 \), which can be collected in a parameter vector \( w = (w_2^T, \ldots, w_K^T)^T \). For that purpose, we assume a training data set, denoted as \( \mathcal{T}_D \), to be available, consisting of \( N \) training samples \((x_n, C_n)\) with \( n \in \{1, \ldots, N\} \), each consisting of a feature vector \( x_n \) and its corresponding class label \( C_n \). Training is based on a Bayesian estimation of these parameters. The posterior for the model parameters \( w \) given the training data is approximated by (Vishwanathan et al., 2006, Bishop, 2006):

\[
p(w \mid \mathcal{T}_D) \propto p(w) \prod_{n=1}^N \prod_{k=1}^K p(C = C^k \mid x_n, w)^{n_{tk}} .
\]

In equation 2, \( p(C = C^k \mid x_n, w) \) is the posterior according to equation 1, but the dependency from the model parameters \( w \) is made explicit, and \( p(w) \) is a Gaussian prior for \( w \) with zero mean and standard deviation \( \sigma \) to avoid overfitting (Bishop, 2006). The variable \( t_{nk} \) is an indicator variable taking the value 1 if the class label \( C_n \) of training sample \( n \) takes the value \( C_k \) and zero otherwise. We estimate the parameters \( w \) by maximising the posterior in equation 2, which is equivalent to minimising the negative logarithm of the posterior:

\[
E(w) = E(w_1, \ldots, w_K) = -\sum_{n=1}^N \sum_{k=1}^K t_{nk} \ln(y_{nk}) + \frac{w^T \cdot w}{2 \cdot \sigma^2} ,
\]

where we use the shorthand \( y_{nk} = p(C = C^k \mid x_n, w) \). We use gradient descent for minimising the energy function \( E(w) \) in equation 3. For that purpose, we initialise the parameters \( w \) by random values, which yields initial values \( w^0 \). In iteration \( \tau \), the updated parameters \( w^{\tau} \) are estimated according to the Newton-Raphson method:

\[
w^{\tau} = w^{\tau-1} - \mathbf{H}^{-1} \nabla E(w^{\tau-1}) ,
\]

where \( \nabla E(w^{\tau-1}) \) is the gradient of \( E(w) \) and \( \mathbf{H} \) is the Hessian matrix of the energy function, both evaluated at the parameter values from the previous iteration, \( \tau - 1 \). The gradient vector is the concatenation of all derivatives by the class-specific parameter vectors \( w_k \), i.e., \( \nabla E(w) = [\nabla w_2 E(w)^T, \ldots, \nabla w_K E(w)^T]^T \), with

\[
\nabla_w E(w) = \sum_{n=1}^N (y_{nk} - t_{nk}) \cdot \Phi(x_n) + \frac{1}{\sigma^2} \cdot w_k.
\]

The Hessian matrix \( \mathbf{H} \) is the second derivative of \( E(w) \). It consists of \( K \times K \) blocks \( \mathbf{H}_{jk} \), each corresponding to the second derivatives by the parameter vectors \( w_k \) and \( w_j \):
\[
H_{jk} = -\sum_{n=1}^{N} \left[ y_{nk} \cdot (I_{kj} - y_{nj}) \cdot \Phi(x_n) \cdot \Phi(x_n)^T \right] + \frac{\delta(j = k)}{\sigma^2} \cdot I,
\]
where \(I\) is a unit matrix with elements \(I_{kj}\) and \(\delta(\cdot)\) is the Kronecker delta function, giving a value of 1 if its argument is true and 0 otherwise. That is, the final term, which is the second derivative of the prior, is nonzero only for the blocks at the main diagonal of the Hessian.

The iterative scheme according to equation 4 is repeated until the norm of the gradient \(\nabla E(w)\) is numerically equal to zero.

### 3.2 Transfer Learning

In section 3.1, we did not differentiate between different domains, but just described a generic technique for estimating the parameters of a logistic regression classifier given some training samples. Here we differentiate between the source domain \(D_s\) and the target domain \(D_t\). That is, in each iteration, we rank all source samples remaining in \(TD_s\) by \(D_s\). This is done separately for all source samples belonging to separate classes. After that, we eliminate a certain number \(d_{B}\) (e.g., 1%) of the source domain samples having the largest \(D_s\) values for each class. The rationale behind this choice is that we assume these samples to have relatively low influence on the position of decision boundaries between the classes. Eliminating source domain samples close to the decision boundary too early was found empirically to let the decision boundary drift away from its original position too fast, which leads to the inclusion of too many wrong target samples into \(TD_t\) and, consequently, to a divergence of the TL procedure.

#### 3.2.2 Selecting target samples to be added to the current training data set - Variant 1:

For selecting which target domain features to include into \(TD_t\), (Bruzzone and Marconcini, 2010) use the distance from the margin bounds of the SVM classifier. In our case, there is no such thing as a margin. We could resort to the distance criterion \(D_{B}\), but this turns out not to be sufficient. Including the target domain features having the largest \(D_{B}\) values would add features that have very low influence on the decision boundary, and the position of the decision boundary would become very uncertain. On the other hand, including target domain features closest to the current decision boundary was found empirically to give too much impact to isolated features that are not close to the respective cluster centres, but close to the current decision boundary. Including such features into the training set too early leads to a poor transfer performance. Consequently, we developed a criterion that is based on distance to other training samples. Informally speaking, it is designed to favour target samples that are close to other training samples in the current training data set \(TD_t\). For each feature vector from the target domain and for each class, we select its \(k\) nearest neighbours in the transformed feature space \(\Phi(x)\) among the training samples of that class in \(TD_t\). For efficient nearest neighbour search we apply a kd-tree as a spatial index (Bentley, 1975). Having determined the \(k\) nearest neighbours \((knn)\) per class, we compute the average distances of the candidate feature from its neighbours for each class. Let the class label \(C^{min}_{knn}\) be the label corresponding to the minimum average distance \(d_{min}\). The criteriation \(D_{knn}\) is based on \(d_{min}\):

\[
D_{knn} = \frac{d_{min}}{d_{Av}}.
\]

In equation 7, \(d_{Av}\) is the average distance between all samples in the transformed feature space, which is computed before the transfer procedure starts. The normalisation of \(d_{min}\) by \(d_{Av}\) is required in order to adapt the criterion to varying densities in feature space. The smaller the value of \(d_{min}\), the smaller is \(D_{knn}\) value and the closer this sample lies to the other \(k\) samples of class \(C^{min}_{knn}\) in \(TD_t\). Furthermore, we want to penalise samples for which the predicted label \(C^{pred}\) of the current state of the classifier differs from \(C^{min}_{knn}\), because we assume this to indicate a high uncertainty of the predicted class label (which could, consequently, lead to the inclusion of features with wrong labels into \(TD_t\)). Thus, for the inclusion of unlabelled target feature samples we employ a combination
of the criteria $D_B$ and $D_{kn}$, and a penalty term $D_P$, using the combined score function $D_1$:

$$D_1(\theta) = \theta \cdot D_B + (1-\theta) \cdot D_{kn} + \delta \left(C^{LR} \neq C^{min} \right) \cdot D_P,$$

where $\theta \in [0, 1]$ is a parameter controlling the relative impact of the two criteria $D_B$ and $D_{kn}$, $\delta(\cdot)$ is the Kronecker delta function, and $D_P$ is a large value ensuring that the score function gives a larger value for any sample with $C^{LR} \neq C^{min}$ than for samples with $C^{LR} = C^{min}$. The reason for using $D_B$ as well is that in case of target points that are at equal distance from their nearest neighbours in feature space we prefer to use those closest to the current decision boundary because otherwise the boundary might drift off too early, leading to the inclusion of wrong target samples and to poor transfer results. Combining the two criteria allows for smoother changes of the decision boundaries.

The class labels of a target feature to be included into $TD_s$ are based on the predicted class labels from the current state of the classifier. We determine the score function in equation 8 for all unlabelled target features, we determine its most likely class label, and we sort the features assigned to each class in ascending order according to their scores in order to select the candidates for transfer (those with the lowest $D_1(\theta)$). That is, there will be one such ordered list per class.

Finally, we select the $\rho_S$ samples (e.g., 1%) having the best (i.e., smallest) score per class for inclusion into the current training data set, using the class labels $C^{LR}$. These features are also removed from the list of available target domain features.

### 3.2.3 Selecting target samples to be added to the current training data set - Variant 2:

We also developed a second variant of the score function for including target domain features into $TD_s$ that is specifically designed for classes with strongly overlapping feature distributions. For this variant, we carry out a $knn$ analysis in the transformed feature space $\Phi(x)$ for each candidate for inclusion, looking for the $k$ nearest neighbours among all samples in $TD_s$ independently from their class labels. We determine the average distance $d_{sknn}$ of the candidate feature from its $k$ nearest neighbours and we determine a class label $C^{max}$ corresponding to the class label occurring most frequently among its neighbours. Again, we also predict the most likely class label $C^{LR}$ using the current state of the logistic regression classifier. The second variant of the score function, denoted by $D_2$, is given by equation 9:

$$D_2 = \theta \cdot d_{sknn} + \delta \left(C^{LR} \neq C^{max} \right) \cdot D_P,$$

where we also use a penalty $D_P$ for samples where the two class predictions ($C^{LR}$ and $C^{max}$, respectively) are different. In this variant we use the predictions $C^{max}$ as semi-labels for target features to be included into $TD_s$. The rationale for using this variant of the scoring function and predicting the class labels is that in case of a strong overlap of the feature distributions for the different classes, we assume the local distribution of samples in $TD_s$ to be a more stable predictor of the class label than the output of the current state of the classifier. Here, we sort all features in ascending order according to $D_2$, and we select the $\rho_S$ samples (e.g., 1%) having the best (i.e., smallest) score for inclusion into the current training data set. Again, these features are also removed from the list of available target domain features.

### 4. EXPERIMENTS

The experiments are carried out to evaluate the effectiveness of the proposed methodology. Our method is evaluated both on synthetic and real data. The experiments based on synthetic data will be presented in section 4.1, whereas we will describe our experiments based on real data in section 4.2.

#### 4.1 Experiments Based on Synthetic Data

The synthetic data set consists of 300 samples belonging to two classes (150 samples per class) similar to the one used in (Bruzzone and Marconcini, 2010) to demonstrate the DASVM approach. The target data were generated by a clockwise rotation of the original source feature data about the center of the 2D-feature space, see Figure 1. The TL procedure was performed only by logistic regression, i.e. classes for target domain samples during iterative labeling were taken based on logistic regression. As the synthetic feature samples can not be linearly separated in this feature space, the data were mapped into a high-dimensional feature space. We used the polynomial expansion of degree 3 for that purpose. The number of samples per class for transfer and elimination was set to $\rho_T = 3$ and $\rho_S = 3$, respectively. Higher values result in an early removal of too many source feature samples from the $TD_s$. This leads to significant changes of the separation hyperplane already at the beginning of the TL procedure and to a wrong labelling of target samples during the transfer into $TD_s$. Consequently, it result in a divergence of the TL procedure. We eliminate the source samples with largest distances to the decision boundary, indicated by $D_B$. Sample selection for the target samples is based on the score function $D_s$, using three different values for the weight parameter $\theta$: $\theta = 0.877$ is an optimal parameter found empirically, $\theta = 0.0$ is used to analyse the impact of only considering $D_{kn}$ in equation 8, whereas $\theta = 1.0$ corresponds to a situation where we only consider the distance from the current decision boundary to select target features to be included into $TD_s$. For each value of $\theta$, we carried out tests where the target domain features differed from the source domain features by different angles of rotation. The results achieved for the synthetic data set are presented in Figure 1.

For assuming the TL process to be successful, we expect all samples of the two two half-rings (Fig. 1) describing two different classes should be on opposite sides of the decision boundary after transfer. Using this evaluation criterion, for $\theta = 0.877$ we can still achieve correct result for 30° rotation, while $\theta = 0.0$ gives wrong results already for 20° and $\theta = 1.0$ even for 10°. In the first case, this is caused by the fact that the target samples are mainly selected in the centre of the current distribution for each class. The more the distributions of the different classes before and after the rotation overlap, the more likely target samples are assigned to an incorrect class. In the second case the target samples are selected close to the separation hyperplane, which already in case of 10° rotation leads to a divergence of the TL procedure.

#### 4.2 Experiments based on Real Data

For an evaluation with real data we use the Vaihingen data set for 2D semantic labelling\(^1\). The data set contains 33 patches of different size, each consisting of a true orthophoto (TOP) and a digital surface model (DSM) generated by dense matching. We used only one of these patches for an exemplary test, namely the one corresponding to area 3 of the object detection benchmark (Rottensteiner et al., 2014). This is one of the patches for which

\(^1\)http://www2.ipsrs.org/commissions/comm3/wg4/semantic-labeling.html
Figure 1: Synthetic test data set with different rotation and parameter $\theta$: (a), (f), (k) source training samples and decision regions obtained for the source domain with proposed methodology. Target samples of the same data set and decision regions obtained for the target domain problem after clockwise rotation with: (b), (g), (l) $\phi = 10^\circ$, (c), (h), (m) $\phi = 20^\circ$, (d), (i), (n) $\phi = 30^\circ$, (e), (j), (o) $\phi = 40^\circ$. The parameter $\theta$ is set to: $\theta = 0.877$ in (a)-(e), $\theta = 0.0$ in (f)-(j), $\theta = 1.0$ in (k)-(o). The red circles highlight target domain samples assigned to the wrong class in the transfer process for $\theta = 0.0$ and $\theta = 1.0$. Note that the class labels of the target samples used for training the final classifier were only determined based on logistic regression.

The test data set consists of altogether 6016791 samples belonging to the three classes mentioned above. From these data, we selected 15251 samples (0.25%) for training the classifier in the source domain. For test purposes, the target samples were generated by adding a constant value of 0.15 to the nDSM feature of each of the samples, corresponding to a shift of the target feature space by 15% of the range of the height above ground in the scene. Again, we used 15251 samples to define the set of target domain samples to be used for TL, but without considering their reference labels. The left half of Figure 2 shows the distributions of the 15251 training samples in the source and target domains.
Figure 2: Feature space from source (a) and target (b) domains; decision boundaries for after training the classifier on source domain data (c); decision boundaries in the target domain after TL (d). Colours: impervious surfaces (white), building (blue) and tree (green).

<table>
<thead>
<tr>
<th>Variant</th>
<th>Classes</th>
<th>OA [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>imp. surf.</td>
<td>build.</td>
</tr>
<tr>
<td>$V_{SS}$</td>
<td>Comp.</td>
<td>90.1</td>
</tr>
<tr>
<td></td>
<td>Corr.</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>Q.</td>
<td>78.0</td>
</tr>
<tr>
<td>$V_{ST}$</td>
<td>Comp.</td>
<td>65.5</td>
</tr>
<tr>
<td></td>
<td>Corr.</td>
<td>96.9</td>
</tr>
<tr>
<td></td>
<td>Q.</td>
<td>64.2</td>
</tr>
<tr>
<td>$V_{TL}$</td>
<td>Comp.</td>
<td>94.8</td>
</tr>
<tr>
<td></td>
<td>Corr.</td>
<td>75.7</td>
</tr>
<tr>
<td></td>
<td>Q.</td>
<td>72.4</td>
</tr>
</tbody>
</table>

Table 1: Overall accuracy [%], completeness ($\text{Comp.}$), correctness ($\text{Corr.}$) and quality ($Q$) values [%] for the classes impervious surfaces (imp. surf.), building (build.) and tree, obtained for the three variants of the test ($V_{SS}$, $V_{ST}$, $V_{TL}$) explained in the main text.

5. Conclusions and Future Work

We propose a methodology for transfer learning based on logistic regression. Our tests confirm the effectiveness of the proposed methodology for synthetic data and constitute a proof-of-concept for real data. The proposed methodology can not deal with larger rotations than 30 degree, worse than in (Bruzzone and Marconcini, 2010), but our classifier is easier compared to SVM and can be trained faster. The real data we used show a high degree of overlap between the feature distributions of each class, which turned out to be problematic for transfer. Nevertheless, it could be shown that TL can improve the classification performance in principle.

In the future, more appropriate strategies for feature selection in both, the source and the target domains will be studied in order to improve the current results and to achieve a better transfer performance. We also plan to integrate TL into conditional random fields to reduce the amount of required training data. Another step is the comparison of this methodology to an inductive setting to improve the classification accuracy with the help of a small amount of labelled samples from the target domain.
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Figure 3: Reference data and results of classification of the test area for the three classification variants explained in the main text. Colours: impervious surfaces (white), building (blue) and tree (green).


