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ABSTRACT:

Spatio-temporal neighbourhood (STN) selection is an important part of the model building procedure in spatio-temporal forecasting. The STN can be defined as the set of observations at neighbouring locations and times that are relevant for forecasting the future values of a series at a particular location at a particular time. Correct specification of the STN can enable forecasting models to capture spatio-temporal dependence, greatly improving predictive performance. In recent years, deficiencies have been revealed in models with globally fixed STN structures, which arise from the problems of heterogeneity, nonstationarity and nonlinearity in spatio-temporal processes. Using the example of a large dataset of travel times collected on London’s road network, this study examines the effect of various STN selection methods drawn from the variable selection literature, varying from simple forward/backward subset selection to simultaneous shrinkage and selection operators. The results indicate that STN selection methods based on \( l_2 \) penalisation are effective. In particular, the maximum concave penalty (MCP) method selects parsimonious models that produce good forecasting performance.

1. INTRODUCTION

1.1 Space-time forecasting

Recent decades have seen an unprecedented rise in the collection, storage and analysis of data pertaining to a diverse range of processes, many of which are measured in geographic space at discrete time intervals, and can be referred to as space-time series. Often, such series describe natural or human phenomena that we would like to be able to predict, in order to manage our response. Often, physical models of these processes can be constructed. For example, series of traffic flows are often modelled using theory from fluid or gas dynamics (Hoogendoorn and Bovy, 2001). However, sometimes insufficient data are available to calibrate such models and researchers must turn to data driven techniques as an alternative. In this context, the term data driven is taken to mean those approaches that do not make any assumptions about the physical process generating the data (although they may make distributional assumptions). They attempt to model how future values of the series evolve from its current values.

Broadly, data driven approaches to space-time forecasting can be separated into two categories: 1) parametric, and 2) non-parametric. Parametric models assume that the data follow a particular parametric distribution, and that the future values of the process can be modelled as a (usually linear) combination of its past values. Examples of parametric space-time forecasting models include the space-time autoregressive integrated moving average (STARIMA) modelling framework (Pfeifer and Deutsch, 1980); (Kamarianakis and Prastacos, 2005), state-space models (Stathopoulos and Karlaftis, 2003), Bayesian networks (Sun et al., 2005) to name but a few.

Nonparametric approaches typically don’t make explicit distributional assumptions and try to learn the relevant characteristics of the data directly through exposure to examples. The most commonly used nonparametric method is the artificial neural network (ANN), which has been used widely in traffic forecasting (Van Lint et al., 2005), (Vlahogianni et al., 2005). Other commonly used methods include various forms of nonparametric regression (Smith et al., 2002); (Clark, 2003) and kernel methods (Chun-Hsin Wu et al., 2004); (Castro-Neto et al., 2009)). Each approach has its strengths and weaknesses, and (Karlaftis and Vlahogianni, 2011) provide a good overview, but the task is the same: to create a model that can effectively describe the spatio-temporal evolution of the process.

Crucial to building an effective space-time forecasting model is determining the most relevant information to input to the model. This is a case of defining the spatio-temporal neighbourhood (STN), which is the neighbourhood of spatial and temporal information that is required to forecast some quantity at a given location and time. From the perspective of statistical modelling, this is a problem of variable selection. Variable selection is an active research area, particularly in the machine learning community. The method that has been traditionally applied to problems with few variables is subset selection (forward or backward). However, subset selection is computationally infeasible in high dimensional data (Fan and Lv, 2010).

In spatio-temporal modelling, researchers use autocorrelation functions to quantify the relationship between measurement locations, and use the results to calibrate statistical models (Cheng et al., 2012); (Cheng et al., 2014). Typically it is assumed that spatio-temporal autocorrelation decays with distance in space and time, and becomes negligible at a certain...
spatial and temporal separation. Most space-time models, such as space-time Kriging models, assume that this relationship is stationary and isotropic (Kyriakidis and Journel, 1999).

Sometimes, however, the precise form of the spatio-temporal relationship between measurement locations is unclear, either due to the nonstationarity and heterogeneity of the space-time process or uncertainty in the data collection process. In this case, it is necessary to take a different approach. One approach is to use variable selection methods to select the independent variables based on the strength of statistical relationship with the dependent variable. This approach has been taken recently in the context of spatial modelling (Wheeler, 2009), and spatio-temporal modelling.

(Gao et al., 2011) used the graphical least absolute shrinkage and selection operator (GLASSO) to define the spatio-temporal neighbourhood in the context of traffic flow forecasting. The method estimates a sparse graph by shrinking the elements of the inverse covariance matrix towards zero. Nonzero elements can be viewed as conditionally independent and remain in the model. In a related approach, (Kamarianakis et al., 2012) used the least absolute shrinkage and selection operator (LASSO) to estimate a time varying threshold regression model, tailored to different traffic states. The aforementioned approaches do not make assumptions about the nature of the spatio-temporal relationship between locations, instead learning it from the data.

In this paper, four methods of STN selection, drawn from the variable selection literature, are compared in the context of forecasting travel times on London’s roads. The structure of the paper is as follows. In section 2, the four STN selection methods are described, which are: 1) Forward backward selection; 2) LASSO; 3) smoothly clipped absolute deviation (SCAD); and 4) maximum concave penalty (MCP). Following this, in section 3, the case study data are introduced. In section 4, an exploratory spatio-temporal data analysis is carried out to motivate the use of variable selection. In section 5, the details of the implementation are described. The results are presented in section 5, before some conclusions and directions for future research are offered in section 6.

2. METHODOLOGY

2.1 STN Selection algorithms

In this section, the four variable selection methods used for STN selection are introduced.

2.2 Forward/backward selection

Forward and backward selection are traditional methods for variable selection in regression models. They involve adding or removing variables from a larger set one by one, testing the effect on some evaluation criterion, such as the adjusted R-square, Akaike information criterion (AIC) or Bayesian information criterion (BIC). In this case, the AIC is used, and both forward and backward selection are tested. The AIC and BIC are described in, for example, (Fan and Li, 2001).

2.3 Lasso

The least absolute shrinkage and selection operator (LASSO) is a simultaneous variable selection and regression technique that minimizes the sum of squared errors (SSE) subject to the sum of the absolute values of the regression coefficients being less than a constant (Tibshirani, 1996). This constraint causes some of the coefficients of the model to shrink to zero, thus eliminating them from the model. It is similar in motivation to the well-known ridge regression, which places a constraint on the squared values of the coefficients, but doesn’t shrink any to zero. LASSO minimises the SSE:

$$
\hat{\beta} = \arg\min_{\beta} \frac{1}{2n} \sum_{i=1}^{n} (y_i - \sum_{j=1}^{d} \beta_j x_{ij})^2 + \lambda \sum_{j=1}^{d} \left| \beta_j \right|
$$

(1)

Where \( p \) is a penalty function and \( \lambda \geq 0 \) is a tuning parameter, \( y_i \) and \( x_{ij} \) are the \( i \)th observation of the independent variable and the \( j \)th independent variables, respectively, \( i = 1, \ldots, N \), \( j = 1, \ldots, d \), \( N \) is the number of observations, \( d \) is the number of variables, \( \beta_j \) is the \( j \)th parameter and \( |x| \) is the absolute value of \( x \). Using the least angle regression (LAR) approach to fit the LASSO model enables the full set of solutions (the LASSO path) to be computed efficiently, making LASSO very fast computationally (Efron et al., 2004). By shrinking coefficients to zero, LASSO adds interpretability to the coefficients of the model, which is particularly important in high dimensional data. In the spatio-temporal setting, it can help to reveal spatio-temporal dependency relationships.

2.4 SCAD

Smoothly clipped absolute deviation (SCAD) is another approach to simultaneous variable selection and regression with the same motivation as LASSO (Fan and Li, 2001). Like LASSO, SCAD minimises the SSE subject to a constraint on the absolute values of the coefficients, minimizing Equation 2:

$$
\hat{\beta} = \arg\min_{\beta} \frac{1}{2n} \sum_{i=1}^{n} (y_i - \sum_{j=1}^{d} \beta_j x_{ij})^2 + \sum_{j=1}^{d} \psi_{\lambda, \gamma}(\left| \beta_j \right|)
$$

(2)

Where:

$$
\psi_{\lambda, \gamma}(\theta) = \begin{cases} 
\lambda \theta, & \text{if } \theta \leq \lambda, \\
\frac{\gamma \lambda \theta - 0.5 \gamma (\theta^2 + \lambda^2)}{\gamma - 1}, & \text{if } \lambda < \theta < \gamma \lambda \\
\frac{\delta \lambda^2 (\gamma^2 - 1)}{2(\gamma - 1)}, & \text{if } \theta > \gamma \lambda
\end{cases}
$$

(3)

Differentiating with respect to \( \theta \):

$$
\eta_{\lambda, \gamma}(\theta) = \begin{cases} 
\lambda, & \text{if } \theta \leq \lambda, \\
\frac{\gamma \lambda - \theta}{\gamma - 1}, & \text{if } \theta \leq \gamma \lambda \\
0, & \text{if } \theta > \gamma \lambda
\end{cases}
$$

(4)

The notation is the same as Equation 1, where \( \gamma \) is an additional parameter. The difference between LASSO and SCAD is that SCAD produces parameter estimates that are as efficient as if the true model were known, which is referred to as the oracle property (Wang et al., 2007). Unlike the LASSO, it is not possible to compute the full path of all possible values in the same time as the OLS estimate, so the parameters must be tuned.
2.5 MCP

The third method is the maximum concave penalty (MCP), which is also a simultaneous model selection and regression technique (Zhang, 2010). MCP provides convexity of the penalised cost according to thresholds for variable selection and unbiasedness. It therefore avoids some of the bias associated with the LASSO technique. Like LASSO, the solutions for the MCP can be calculated efficiently for all possible values of the penalty, giving a path of solutions from the non-penalized least squares solution to infinite penalty. MCP again minimises Equation 2, where:

**Equation 2**

\[
p_{\lambda, \gamma}(\theta) = \begin{cases} 
\frac{\lambda \theta - \theta^2}{2\gamma^2}, & \text{if } \theta \leq \gamma \lambda \\
\frac{1}{2\gamma^2}, & \text{if } \theta > \gamma \lambda 
\end{cases}
\]

Differentiating with respect to \( \theta \):

**Equation 3**

\[
p'_{\lambda, \gamma}(\theta) = \begin{cases} 
\frac{\lambda - \theta}{\gamma^2}, & \text{if } \theta \leq \gamma \lambda \\
0, & \text{if } \theta > \gamma \lambda 
\end{cases}
\]

Figure 1 shows the shape of the penalty functions of each of the three algorithms (reproduced from (Breheny and Huang, 2011). Both the SCAD and the MCP gradually decrease the penalty as the size of the coefficient increases towards \( \gamma \lambda \), at which point no penalty is applied. The effect of this is that small coefficients are shrunk towards zero while large coefficients are not shrunk.

![Figure 1. Shape of first derivate of the penalty functions (p') for the LASSO (horizontal line, top), SCAD (dashed line) and MCP.](image)

3. DATA DESCRIPTION

The data are link based unit travel times (UTT, seconds/metre), collected using automatic number plate recognition (ANPR) technology, as part of Transport for London’s (TfL’s) London Congestion Analysis Project (LCAP). ANPR cameras are installed on the road network, usually at intersections, and read the number plates of vehicles as they pass. The cameras operate in pairs \((I_1, I_2)\) at time \(t_1\) a vehicle passes camera \(I_1\) and the time is recorded. It then traverses the link and passes camera \(I_2\) at time \(t_2\), and the time is recorded again. The individual travel time (ITT) is calculated as \(t_1 - t_2\). ITTs are aggregated at 5 minute intervals to give the UTT observations presented here.

This study focuses on those links located within London’s Congestion Charging Zone (CCZ), which is shown in Figure 2.

In total, there are 80 links for which good quality data (deemed as a missing rate <75%) are available within the CCZ.

![Figure 2. The location of the test links within the CCZ](image)

Some characteristics of the study area should be noted that warrant the use of variable selection:

1. The spatial coverage of the network is sparse, and not fully coincident with the physical road network.
2. Links can overlap, meaning that some links carry the same vehicles at the same time along part of their length.
3. The level of missing data is often high, meaning that spatial information is required in forecasts.

4. EXPLORATORY SPATIO-TEMPORAL DATA ANALYSIS

In order to ascertain what type of STN is likely to be required in a space-time model, it is advisable to carry out exploratory spatio-temporal data analysis (ESTDA). ESTDA involves examining the spatio-temporal characteristics of the data through data analysis and visualisation techniques. In this case, we use the cross-correlation function (CCF) to examine the pair-wise cross correlations (CCs) between each of the links in the test network. The CCF is an extension of the Pearson coefficient to bivariate time series. Given two time series \(X\) and \(Y\), the CCF \(\rho_{xy}(k)\) at lag \(k\) is given as:

**Equation 4**

\[
\rho_{xy}(k) = \frac{\frac{1}{n-k-1} \sum (X_i - \mu_X)(Y_{i+k} - \mu_Y)}{\sigma_x \sigma_y}
\]

Where \(\sigma_x\) and \(\sigma_y\) are the standard deviations, \(k = 0, \pm 1, \pm 2, \ldots\), and \(\mu_x\) and \(\mu_y\) the means, of series \(X\) and \(Y\) respectively. The CCF is a global measure of correlation that measures the average relationship between two variables and therefore cannot provide any information on the time varying relationship. The aim of the CCF analysis is twofold: 1) to determine whether significant CC exists between UTTs observed at different locations, and; 2) to determine whether the level of correlation decays smoothly with distance. The second point is important in determining which model to use. Prior to the analysis, a first order difference is applied to the data to ensure temporal stationarity. This avoids time of day effects causing spurious correlations to be observed.
require the training of hyperparameters, $k = 10$ fold cross-validation is used within the training set. $k$-fold cross validation involves dividing the training data into $k$ subsets, or folds. Each fold is left out of the model in turn and is forecast using the remaining $k-1$ folds. The selected model is the one that minimises an error criterion across the folds. In this case the root mean squared error (RMSE) is used, which is defined as follows:

$$RMSE = \sqrt{\frac{1}{k n} \sum_{i=1}^{n} (y_{i} - \hat{y}_{i})^2}$$  \hspace{1cm} (8)$$

Where $y_i$ and $\hat{y}_i$ are the observed and forecast values, respectively. The selected model is the one that produces the lowest RMSE.

### 6. RESULTS

Table 1 shows the number and percentage of links for which each method performed best. It can be seen that the $\ell_1$ regularised models perform better in almost all cases. Of the LASSO, MCP and SCAD, the LASSO performs best, with the lowest RMSE in 45% of cases. However, the SCAD and MCP also perform well. It can be surmised from this result that the performance of the three $\ell_1$ regularised methods is comparable, and the choice between the three can be taken qualitatively.

<table>
<thead>
<tr>
<th>Model</th>
<th>LM</th>
<th>F/B</th>
<th>LASSO</th>
<th>MCP</th>
<th>SCAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>1</td>
<td>0</td>
<td>36</td>
<td>16</td>
<td>27</td>
</tr>
<tr>
<td>%</td>
<td>1.25</td>
<td>0</td>
<td>45</td>
<td>20</td>
<td>33.75</td>
</tr>
</tbody>
</table>

The LASSO, as well as exhibiting the best performance, has the clear advantage in terms of ease of implementation because LARS can be used. However, in space-time analysis, interpretability of the model parameters is also a concern. By examining the parameters of the model, one can begin to investigate the nature of the dependency relationships being modelled. In general, having fewer parameters makes the model more interpretable. Table 2 shows the average number of nonzero coefficients of each of the $\ell_1$ regularised models.

<table>
<thead>
<tr>
<th>Model</th>
<th>LASSO</th>
<th>MCP</th>
<th>SCAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. coefs $&gt;0$</td>
<td>27.9</td>
<td>15.4</td>
<td>19.6</td>
</tr>
</tbody>
</table>

The MCP generally results in a more parsimonious model with fewer coefficients. The LASSO tends to leave significantly more nonzero coefficients, while SCAD is somewhere in between. SCAD and the MCP choose fewer nonzero coefficients because they place lower penalty on larger coefficients, which are shrunk at a lower rate than smaller coefficients. This means that the dominant variables retain more of their influence on the model. Aside from the principle of parsimony, the selection of fewer variables adds explanatory power to the models.

---

Figure 3. Cross-correlations ranked by network distance from the midpoint of each link.

Figure 3 shows the CCF between each link and its 100 nearest neighbours, ranked by network distance from midpoint to midpoint. A general distance decay relationship can be observed, although the decay is not linear. This is due to the sparse coverage of the sensor network and the difficulty in defining a proximity measure between sensor locations. Superficially, this result indicates heterogeneity in the spatial relationship between links and their neighbours, implying that a global model describing the relationship between locations will be insufficient (e.g. a STARIMA model) and a spatially local approach is required. Additionally, it can be assumed that the nearest neighbours in terms of network distance are not necessarily the best predictors. This motivates the use of the variable selection methods that are outlined here.

### 5. IMPLEMENTATION

#### 5.1 STN Selection

The neighbourhood selection techniques are tested under the assumption that data from the link to be forecast are missing. There are two reasons for this: 1) Due to the sparse coverage of the sensor network, the level of temporal autocorrelation present in the data is much higher than the level of spatial autocorrelation, meaning that univariate techniques tend to perform very well. It should be noted that this would not necessarily be the case in other applications; 2) Removing the effect of serially autocorrelated data from the forecasts enables the spatio-temporal contribution of the model to be examined more clearly. For each method, a maximum spatial and temporal extent for the STN is defined, from which the optimal STN is selected. In this case, the maximum spatial order is set to $k = 10$, and the maximum temporal order is set to $m = 5$. This means that, for each link, the model will be comprised of a maximum of $k \times m = 50$ variables. For the purposes of this study, the assumption is made that spatio-temporal autocorrelation will be negligible outside this range.

#### 5.2 Model Training

To train the models, the data are divided into a training set and a testing set. The training set comprises the first 80 days (14400 points) of the data, and the testing set comprises the next 37 days (6660 points). As the LASSO, MCP and SCAD models...
7. CONCLUSIONS

In this study, a number of STN selection methods have been evaluated in the context of forecasting travel times under the assumption of missing data. In agreement with previous studies, it has been found that LASSO regularised methods perform well, due to their ability to simultaneously shrink and select variables. Of the three methods tested here, the LASSO exhibits the best performance, supporting the findings of (Kamarainakis et al., 2012), but is generally comparable with the MCP and SCAD. Due to the increased model parsimony offered by the MCP method, it is recommended that MCP is used where explanatory power is required in the model. The advantage of this would become more marked when dealing with data of much higher dimensionality, for example, if additional variables such as weather, traffic flows from loop detectors, and multimodal traffic information were incorporated. In future work, the MCP will be applied to time varying model structures.

It should be noted that the models tested here do not explicitly account for spatio-temporal autocorrelation in the way that models such as STARIMA do. The heterogeneity of the data in question renders the global structure of the STARIMA model insufficient in this case, but there has been research recently into regularised models that can deal with spatial heterogeneity. For example, the geographically weighted lasso (GWL) model of (Wheeler, 2009) places an L1 penalty on the coefficients of a geographically weighted regression (GWR) model. GWR has recently been extended to the space-time domain (see, for example, (Huang et al., 2010)(Wu et al., 2014)), but the problem of variable selection has not yet been addressed in this context.

Finally, the analysis presented here focusses on the class of linear regression models. However, variable selection is also of major concern in the class of nonlinear machine learning algorithms that have been frequently applied to traffic forecasting. In previous research, the authors investigated the potential of the GLASSO for time varying STN selection (Haworth and Cheng, 2014), and (Gao et al., 2011) used the same approach to train a neural network model. More research is needed into how to carry out variable selection in high dimensional nonlinear space-time models.
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