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ABSTRACT:

The paper illustrates an automated methodologyhdapaf finding tie points in different categorie$ images for a successive
orientation and camera pose estimation procedure.algorithmic implementation is encapsulated mtsoftware called ATIPE.

The entire procedure combines several algorithmsotti Computer Vision (CV) and Photogrammetry in orbeobtain accurate

results in an automated way. Although there exisherous efficient solutions for images taken whk traditional aerial block

geometry, the complexity and diversity of imagewwgk geometry in close-range applications makesatitematic identification of

tie points a very complicated task. The reportedngdes were made available for the 3D-ARCH 2011 genfe and include

images featuring different characteristics in teshsesolution, network geometry, calibration infation and external constraints
(ground control points, known distances). In additisome further examples are shown, that demaestna capability of the

orientation procedure to cope with a large varédtiglock configurations.

1. INTRODUCTION

The capability of obtaining accurate measuremeititts /wages
is the primary goal of photogrammetry. Despite tliamatic
changes and improvements at sensor and computerdiegy
levels, the underlying mathematical models for kloc
orientation, that are based on perspective projectremain
essentially unchanged (Fraser, 2005). Many 3D ninglel
procedures have been developed in the field ofeetange
photogrammetry. Here the possible presence of cgawué
images, large geometric and radiometric changesdaest the
images and the unavailability of sensors for direeéntation
make the achievement of automation a more comphieithan
in aerial photogrammetry. Indeed, the reductiorthef human
work coupled with the conservation of the final aecy,
completeness and level of detail, is a fundameertgirement
to extend the use of photogrammetry to a wider remuf
users.

The standard image-based 3D modeling process teonsifour
main stages: (1) camera calibration; (2) imagentai#on; (3)
3D point cloud extraction and (4) surface recortdiom and
texturing.

Step (1) is today a well assessed task, which eapebformed
in automatic manner to adapt a large variety of exas for
photogrammetric applications (Remondino and Fra2ef6;
Barazzetti et al., 2011).

On the other hand there is a lack of an automatedreliable
procedure in the image orientation step (2) whargil now,
solutions able to automatically compute the origota of
markerless sets of images are limited to the dfient
community (Roncella et al., 2005; Labe and Forst2€06;
Remondino and Ressl, 2006; Barazzetti et al., 201Diag.
complexity and diversity of image block geometry dlose-
range applications makes the identification ofga@nts more
complex than in aerial photogrammetry. Thus madssrimage
orientation is still an open research topic in

reconstruction were based on targets (Ganci andllegan1998;
Cronk et al., 2006; Jazayeri et al., 2010). Thisrapgh is very
useful for laboratory and industrial applicatiofsit in many
practical outdoor situations targets cannot be iagpto the
object. The release of PhotoModeler 2010 (Eos SBystec.,
Canada) has opened the era of commercial solutapehte of
orienting terrestrial pinhole images. In the Compu¥ésion
(CV) community, most approaches try to solve atstime time
for interior and exterior orientation parameteeading to the
well-known Structure from Motion (SfM) methods. Hever,
these procedures (Nister, 2004; Vergauwen and Vaol,G
2006) generally have a scarce accuracy for photugetric
surveys. Recently the SfM concept has made great
improvements, with the capability to automaticallyent huge
numbers of images, notwithstanding the achievabe 3
reconstructions are useful mainly for visualizatiohject-based
navigation, annotation transfer or image browsingppse
(Snavely et al., 2008; Agarwal et al., 2009; Faeszet al.,
2009; Strecha et al., 2010).

The point cloud extraction step (3) can be affortedhy by
several approaches and procedures, manual, seomaigtd or
fully automated according to the scene and project
requirements. Some of the automated procedures beee
already implemented into commercial solutions (e.qg.
CLORAMA, PhotoModeler Scanner, etc.). These procedure
can be classified in two main groups. If the fin@sult of the
photogrammetric survey is a vector model, manudé(active)
measurements are still the best approach to obtainrate and
sharp edges. This is the typical case when thecble be
modeled can be completely defined by geometric ifivies.
The second case is related to free-form objectsreviihe
automatic reconstruction of the surface can beopmed using
dense matching techniques, which deliver a deng# ptoud
similar to range-based sensors results. This sdiapnowadays
be automatically performed with satisfactory anccumate

theresults (Hirschmueller, 2008; Remondino et al., 2008et al.,

photogrammetric community, where both precision and2009; Furukawa and Ponce, 2010).

reliability of the final solution play an essentiale. Until the
end of 2010, all close-range software packageseimehting
automatic procedures for inner/outer orientationd aBD

The last stage (4) concerns the creation of stradt@D data
from the unstructured dense or sparse point cldatdimed at



stage (3) for texturing, visualization or other gibte
applications. The description of this task is ofithee scope of
this paper, but the reader is referred to the fipeiierature
(see e.g. Remondino, 2003; Guidi et al.,, 2010). Apete
pipeline for accurate and automated image-based88eling
is shown in Barazzetti et al. (2010b).

The goal of this paper is to review ATIPE (Autornafie Point
Extraction — Barazzetti et al.,, 2010a; Barazzettil1)p a
procedure developed for the automatic orientatibrclose-
range image blocks. After a short description ofe th
implemented methodology, a set of results achieusihg
several complex image sequences are illustratecheSdata
used in this paper are available for a special iG@ssn

“automated image orientation” at the ISPRS 3D-ARCH 1201

workshop in Trento, Italy. They include low and tigesolution
images, calibrated and uncalibrated cameras, aderguences
and sparse blocks, dataset with external consériike ground
control points (GCPs) and known distances for aagura
analyses.

2. AUTOMATIC TIE POINT EXTRACTION
2.1 Overview

The implementation (ATIPE) consists in a methodglogpable
of determining a set of correspondences betweeferelift
categories of data (Barazzetti et al., 2010a; Bataz2911).
The general formulation of the problem makes theoleh
processing possible with a high degree of automatimwever,
it is remarkable that different data acquired vdiberse sensors
contain corresponding 2D features linked by a i@baship that
can often be mathematically defined as a linearsfaamation.
This concept can be applied for outlier rejectiordatasets that
contain a certain number of incorrect correspondgruerived
with feature-based matching (FBM) algorithms. Theref due
to this common formalization of the matching prabjethe
proposed solution can be adapted to work with ndiffgrent
categories of images. In particular, ATIPE has bagplied for
the alignment and registration of:

- pinhole imagegBarazzetti et al., 2010a) acquired with
standard CCD/CMOS terrestrial cameras (see Sectign 2.3rientation

to form large and complex image sequences or bjocks

- spherical images(Barazzetti et al., 2010c) which are
matched and orientated with a strategy based on
spherical unwarping. The partitioning of the sphierte

- multispectral imagegRemondino et al., 2011) acquired
from the same viewpoint with a dedicated digitainesa
mounting different inferential filters. Such imagesn be
considered connected by a projective transformation
(homography) and can therefore be automaticaltynatil
by extracting homologues points. Indeed the differe
filters produce some misalignment of the imagesiclwh
need to be perfectly overlapped for further diagicos
analyses and restoration works.

2.2 Automatic orientation of pinhole images

ATIPE allows the extraction of image correspondsrstarting
from a block of images and, possibly but not dificecessary,
camera calibration parameters. According to thectiire of the
block, different strategies can be applied.

An unorganized block of images is made up of¥n)/2
combinations of stereo-pairs, which are initiallypagyzed
independently for the pairwise identification ofethimage
correspondences and then progressively combined
concatenated. The procedure for automated tie godnaction
works with image pairs. For each pair, homologueints are
sought using the SIFT (Lowe, 2004) or SURF (Bay £t24108)
feature operators, using a quadratic or a kd-tezeck for the
comparison of the descriptors. Outliers are thgected with a
robust estimation of the relative orientation basad the
fundamental matrix (Hartley and Zissermann, 2004using 7
correspondences. If the calibration parameterskaosvn, the
essential matrix (Longuet-Higgins, 1981) is usechese
operations are repeated for all image pair comiminatin order
to complete the pairwise matching phase.

If the images form amrdered sequencfigures 1 and 2), the
number of image combinations to be processed iscextiton-
2, with a consequent computational time improvem€hen all
pairs are split into triplets for a successive ieutkrejection
stage. In case ofinordered sequencesr sparse blocksthe
analysis of triplets is avoided. The data are thegyanized into
tracks and the comparison of the numerical valdesl dmage
points gives the set of image correspondencesHerentire
block. This completes the basic elaboration analalithe user
to run a bundle adjustment and derive the oriemtati
parameters. Indeed the automatically extracted po@rdinates
of the homologous image points can be imported imstm
commercial and research photogrammetric packagesntge
and sparse geometry reconstruction.
mathematical model used for network orientation tie
photogrammetric bundle adjustment based on thelinear
collinearity equations and Least Squares (Gausskdar Good
iitial values are needed for the linearizationngsa Taylor
series expansion. Rather than trying to obtainahitalues for

zones, which are independently matched and theall unknown parameters, an incremental approactusisd:

combined, transforms the data into local pinholages.

starting from the relative orientation of an initimage pair, a

Then the estimation of the camera poses can béedarr combination of resections, intersections and bundéads to
out through a photogrammetric bundle adjustment irthe final solution. This procedure may be indentasl a

spherical coordinates (Fangi, 2006);

progressive stabilization of the image block sitteenumber of
3D rays per point increases. The adjustment caolved using

- range data laser scanning point clouds can be registerednternal or external constraints, achieving accyrsuperior to
using the images produced from 3D points and theirl:100,000 if a good image network, precise imag@tpcand
intensity values (Alba et al.,, 2010). Although this calibration parameters are available (Mikhail et2001).

procedure aligns a set of scans without any initiahual
approximation, some limits are present in the cake

The basic tie point extraction pipeline described this
paragraph can be improved by using some refiniognigues

highly convergent scans. As things stand now, it isdescribed in the following sub-paragraphs. These adnle to

difficult to forecast a massive use of such a metho

speed up the processing and to refine the qudlitheimage

complex practical projects. Further developments arcoordinates in terms of precision. These stepoptienal and

necessary to improve the repeatability of FBM opest

the user has to select them.

and

The



Figure 1: Examples of ordered sequences and splades oriented with a photogrammetric bundle ajiesnt
using a set of tie points automatically extracted matched via feature-based operators.

2.2.1 Tie-point decimation. Feature-based operators like 2.2.2  Visibility map. For blocks containing several tens of

SIFT or SURF could provide a large number of imagats

even in the case of deformities like scale variejoadiometric
changes, convergent angle views and wide baseliftgs. is

also emphasized in the case of well-textured scemegery

high-resolution images. But too many tie points @slations)
in the bundle adjustment can produce serious caatipogl

problems. Therefore after the matching of all impgé&

combinations, the number of extracted tie pointstoareduced
according to their multiplicity (i.e. the number ohages in
which the same point is visible). A regular grigpiejected onto
each image and for each cell only the point wite tighest
multiplicity is stored. Obviously, the same pointush be kept
for the other images. The size of the cell depeadsthe
geometric resolution of the images (for a 12 Mpag®a a good
choice is 200x150 px). Therefore the user has toualty set
the size of each cell, according to the geometgolution of
the original images.

The use of the decimation strategy not only impsabhe quality
of the result in terms of geometric distribution dtfie

correspondence, but also in terms of CPU time.

unordered photos, the processing time can significa
increase. Among all possible image pair combinatiom a
photogrammetric block, only a limited number of rpashare
homologues points, although this number is not kmavpriori.
The remaining pairs can be therefore removed frdma t
processing. The method used to discard these sgedés is a
visibility map which is estimated at the beginning of the
procedure. The visibility map contains the conreibetween
all image pairs sharing tie points and can be eddth as
follows:

- visibility map from imagesf high-resolution images
are employed, a preliminary elaboration with
compressed images (e.g. less than 2 Mpx) is rapidly
performed. This provides the image combinations of
the whole block. Then, the same matching procedure
is repeated with the original image resolution but
taking into account the produced map;

- visibility from GPS/INS datathese values, combined
with an approximate DSM of the scene, allow the
estimation of the overlap between the images. The
method is faster than the previous one but it can b



applied to images with a configuration similar to a lines, which are almost parallel and almost horiabin the

aerial block.
approximated by a plane.

2.2.3 LSM refinement. As shown in Remondino (2006),
image coordinates of homologous points extractethgus
feature-based matching (FBM) methods can be refinid
area-based matching (ABM) approaches, in partioultr the
Least Squares matching (LSM - Griin, 1985). Thisums a
sub-pixel accuracy of the locations and therefordigher
accuracy of the bundle solution.

2.2.4 Corner detection.It also noteworthy that a FBM
matching (with or without LSM) normally provides siéts
worse than a traditional manual orientation witheiactive
measurements. This is mainly due to the tie padundancy
and distribution. In fact, with manual measuremehts same
point can be easily identified in several convetgenages,
while a feature-based operator has less repedyalbiloreover,
the larger is the number of images in which the esguint
appears, the better is the precision of the gl@uhlistment.
According to this consideration, the FAST interegterator
(Rosten and Drummond, 2006) is included in the pipeto
assure a large number of corners under a higheatalpility
and also with a better distribution in the imadgése corners are
automatically extracted in the images, but the hserfixed the
operator threshold by visually checking at least amage in
order to verify the point distribution. Using thexterior

In some cases, the DSM can becase of “quasi linear motion.” Thus the epipolares will be

aligned with architectural objects like doors anihdows. As
the fundamental matrix cannot detects these ositliell
remaining incorrect correspondences must be remdueithg
the iterations of the least squares (LS) bundlaisidijent.
Therefore a robust photogrammetric bundle formataflays
an essential role, because multiple data for theesadD points
can be combined. The redundancy of the LS systenbeahe
solution to overcome the drawbacks given by the afsthe
fundamental matrix only. A valid alternative is thgtimation of
the trifocal tensor (Hartley and Zisserman, 2004). This
encapsulates the geometry of an uncalibrated irrggets and
is the core for the analysis of image sequencds avitoverlap
between three consecutives images.

3.2 Orientation of unordered image sequences

In case of unordered images sequences the seardmdge
correspondences must process all the image cordrinat

Some examples are shown in Figure 3, with the estich
camera poses and statistical analyses after buatjlestment.
For some datasets, a self-calibrating bundle adjist was
necessary due to the unknown interior parameterst @n
approximated value of the focal length was avadladbbm the
EXIF image header). Despite the achieved solutioa network
design (especially without rolled images) is no¢@uahte for an
accurate camera calibration procedure. Therefoie @lways
better to pre-calibrate the camera with the mostqadte

orientation parameters computed with a precedent FBMetwork and then acquire the images for scene staartion

approach, homologues rays are compared in ordefintb
corresponding points in the object space. It i® @igssible to
specify the minimum number of images in which anpd® be
used during the orientation step must appear (a gboice is
4). Then, image point locations are improved vidLI%y fixing

the position of a feature (template) and searcHimg the
remaining points (slaves).

2.2.5
content of the images is not sufficient to achiexgpod number
of well distributed image correspondences extraetiti the
FAST operator. To overcome this drawback a pregssiog
procedure can be applied in order to stretch tlgonaetric
information of the images by locally forcing theegrvalue
mean and contrast (dynamic range) to fit certaigetavalues
(Wallis, 1976).

3. EXAMPLES
3.1 Orientation of long and ordered image sequences

Some results for long and ordered image sequemeeshawn
in Figure 2. In all cases, the SIFT and SURF opesatere
alternatively used for the initial FBM, while the fireng

procedure were not employed. All datasets featugeersl
repetitive elements, sometimes with a uniform textand
moving objects. In these cases a restrictive tlmdstiuring the
comparison of the descriptors with the ratio teshaves many
good image correspondences. This means that tleshibid
should be modified according to the texture of thmages,
obtaining values of about 0.7-0.8. Obviously, salvércorrect
correspondences still remain in the dataset ang gsheuld be
removed with the analysis of the epipolar geomdtigwever,
the robust estimation of the fundamental matrixsdoet allow
for the complete removal of mismatches lying on éipépolar

Image enhancement.In some cases the radiometric

using the same camera settings. Further informattmyut this
subject are reported in Remondino and Fraser (2@0®)
Barazzetti et al. (2011).

3.3 Orientation of irregular block

In photogrammetric applications, images are acqubaking
into consideration the quality of the final produlctegularities
in the block geometry might be due to a lack oftomnn data
acquisition, like in the example “Duomo Spire” rea in
Figure 4. However, images normally feature a ragula
distribution in space. On the other hand, in recgrdrs the
diffusion of the so-calleghhoto-tourismapplications (Snavely
et al., 2008) gave rise to a new typology of spateeks with
very irregular baselines and image scales. Theagamare not
very useful for real photogrammetric surveys, wreparticular
attention must be paid during the image acquisipbase. An
example of this kind of block is given by the data®iazza
Dante” (Figure 5). Despite the unconventional blgelometry,
this example was correctly oriented with the praubs
procedure although several problems were foundnduthe
bundle adjustment phase. The extraction of tie tgoimas
performed in automatic way, but the computationhef bundle
adjustment required some user interaction. This ¢an
considered as a manual sequence of resectionstandection,
where the order of the images strongly influencled final
result. With this in mind, the procedure cannotbasidered as
fully automated. In general, it seems that it ihea difficult to
complete the automated orientation phase if imdgese an
irregular distribution, very short baselines andl variations
without changing the 3D location of the perspectigater. This
is a fundamental difference between perspectivepainjctive
bundle adjustment approaches, where approaches
Photosynth are instead able to handle these sihsati



Sequence name image res. # images RMSE  self-caliivat  # 3D points accuracy

Navona 4000x%3000 px 92 0.7 px no ca 18300 1:6900
Sequence name image res. # images RMSE  self-caliivat  # 3D points accuracy
Campidoglio 4416x3312 52 1.19 px yes ca 11720 1:1200
Sequence name image res. # images RMSE  self-califiva  # 3D points accuracy

Parc Guell 4000x3000 px 53 0.45 px no ca 24120 anso
Sequence name image res. # images RMSE  self-caliioat # 3D points accuracy
ISPRS Commlll - Fountain  3072x2048 px 25 0.49 px yes ca 23570 1:3400
Sequence name image res. # images RMSE  self-caliioat  # 3D points accuracy

Duomo 3872x2592 px 28 0.38 px no ca 12060 1:6200

S5 Se b ams o

Figure 2: Different ordered image sequences wighetstimated camera poses and statistical analyses.




4. ACCURACY AND PERFORMANCE ANALYSIS parameters previously computed were fixed. For dagum
problem, 5 targets were used as GCPs (marked wdtttle in
The metric accuracy of the final orientation resultas a Figure 6). These observations were also considasdiked 3D
fundamental importance for any photogrammetricemts. Itis  points, leading to a worsening of the project sigraaght (0.83
common to use external information acquired witffedent  px) with respect to the free-net solution (0.7 pRA)l the
sensors (e.g. theodolites, GNSS receivers, etd.pdd them to remaining targets (16) on the facade were assumed a
the bundle adjustment in order to remove the sle¢dtiatum  independent check points, and were matched in ast |
ambiguity.” In some cases this external informaticen be images, although they were often visible in morages. The
compared to photogrammetric measurements to deterthe  comparison between photogrammetric and geodetimimates
accuracy of the project. is shown in table 1 where it can be seen how thadstrd
Figure 6 shows several targets distributed on theSd G1  deviation of the differences is lower than 6 mmatdtlition, the
temple (Vietnam), that were measured with a theételoThe  absolute values of maximum and minimum discrepaneie
survey was also carried out photogrammetricallyngisil8 |ess than 1.6 cm, and demonstrate a relative angwiaabout
images acquired with a calibrated Nikon D80 equibpéth a  1:2500. This result is sufficient for this kind afurvey,
18 mm lens. The image coordinates of the targetse we considering the size of the object (15 m wide) #rel average
manually measured with the LSM method and their 3Dimage scale (about 1:600).
coordinates were computed in the photogrammetdfept only
as intersections of homologous rays. The exteri@ntation

Sequence name image res. # images RMSE self-caliiva # 3D points  accuracy
St. Jean Fountain 6048%4032 px 66 0.85 px yes 4@04 1:15000

Sequence name image res. # images RMSE self-calihoat  # 3D points  accuracy
ISPRS — Herz Jesu 3072x2048 px 25 0.55 px  yes @tortion) ca770 1:3200

Figure 3: Examples of unordered image sequences.

Sequence name image res. # images RMSE  self-caliivat # 3D points  accuracy
Milan Spire 3872x2592 px 81 0.67 px No ca 21320 3061

Figure 4: Example of unordered image blocks.



Sequence name
Piazza Dante

image res. # images
1144x836 px 39

RMSE
0.61 px

self-caliioat  # 3D points
yes ca 4485

accuracy
500:1

Figure 5: The camera poses for the “Piazza Daratst.

Figure 6: The Myson temple sequence. The target faseaccuracy analysis with highlighted
those employed as GCPs, and the recovered camera giothe sequence.

X Y (depth) z

Mean (mm) 2 3 3
Std. dev. (mm) 2 6 4
Max (mm) 6 13 16
Min (mm) -5 -5 -2

Table 1: Accuracy results for the Myson sequence.

5. CONCLUSION

In this paper the ATIPE procedure for the automtécpoint

extraction and orientation of terrestrial imageckt® has been
presented In particular, its application to difier kinds of
block configuration depicting architectural objectd complex
scenes has been discussed.

The example reported show that ATIPE can work in an

automated way with images featuring different cbemastics.
The consistency and distribution of tie points rhatt is often
sufficient to achieve a precision useful for reabfgrammetric
surveys. A typical block, created fphoto-tourismapplication,
was also correctly oriented, notwithstanding thisareple
(Piazza Dante) resulted in some problems in thepctation of
the bundle adjustment, which required some maneaisbns
to include all images in the orientation proced(tigis problem

rigorous and precise result can be obtained isthadard rules
of photogrammetry are followed.

On the other hand, with the availability of autoimg@rocedures
for image orientation, an improvement of the orioh
techniques is expected in addition to a wider ude o
photogrammetry for 3D modeling projects. In additio
powerful algorithms and software packages capabfe o
reconstructing the 3D surface of objects are besgnmore
popular. However, the design of the photogrammeétick still
plays a key-role in terms of the quality of theiaghble results.
Attention has to be focused on this topic, i.e. dieéinition of
simple and basic rules for block design in closggea
applications, at least for the most common praksitaations.
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